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a b s t r a c t 

Organizing a coherent structure of the sentences extracted from multiple documents, guarantees the flu- 

ency and readability of the fused document. In this paper, sentence ordering problem is treated as a 

combinatorial optimization problem and solved with continuous Hopfield neural network (CHNN). We 

unify the existing factors by considering the most frequent orders temporal information, and topical rel- 

evance between local themes during overall ordering process. Specifically, ordering algorithm traverses 

all the local themes and locates a shortest path as the final sentence ordering. We show the results with 

data from Document Understanding Conferences (DUC) 20 02–20 05, and demonstrate the effectiveness 

of the developed approach compared with Random Ordering (RO), Chronological Ordering (CO), Majority 

Ordering (MO), and Precedence Relation Ordering (PRO). 

© 2017 Elsevier B.V. All rights reserved. 
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1. Introduction 

A system of interlinked hypertext documents accessed via

the Internet constitutes the World Wide Web. With a web browser,

one can view web pages that may contain videos, images, text,

and other form of multimedia; and it allows us to navigate dif-

ferent content via hyperlinks. As the online-corpus is gigantic

in its volume, Web search engines often return more results

than actual needs. Navigation through all returned Web documents

to obtain targeted information is infeasible and tedious burden,

thus the automatic document summarization has been proposed

for salient information retrieval [1,2,3,4] and high-efficiency knowl-

edge acquisition, which aims to produce a shortest description

containing the most important information within all documents.

Document fusion as a relevant research, aims to produce a shortest

description with all information contained in the document sets,

but without repetition [5,6] . The significant difference is that, the

former is like the intersection of document set, and the latter is

the union of document set. 

Both automatic document summarization and document fusion

tackles the information overload problem in heterogeneous Web
∗ Corresponding author at: College of Computer Science and Technology, Jilin Uni- 

versity, Changchun, Jilin 130012, China. 
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esources by providing a condensed and comprehensive version of

 set of documents. Several key sub-tasks are involved in the re-

earch areas, such as redundancy removal [7] , topic detection [8,9] ,

entence retraction [10] , objects merging in document set [11,12] ,

rdering sentence from different sources for keeping the logical

nd grammatical structure correct. Among all these extra tasks,

entence ordering is mandatory to compose sentences extracted

rom multiple documents into a coherent structure, which guaran-

ees the fluency and readability of the results. The correct order of

hese sentences is helpful for understanding of the input articles.

oreover, the problem of information ordering is not limited to

he areas mentioned hereinbefore, and concerns natural language

eneration (NLG) [13] applications such as in discourse planning

nd sentence aggregation [14,15] , which are important components

f NLG. Besides, a brief, well-organized, fluent answer to a need for

nformation at the specified level of granularity is also applicable

n real-world question answering system, which is a classical ap-

lication in social search. While it is trivial to order sentence from

ne single document, usually the extracted sentences are arranged

s same order as in the original documents. The problem of sen-

ence ordering for summarization or document fusion has received

elatively little attention. The case we focus on is how to arrange

he sentences extracted from different documents under a partic-

lar topic. It is a very important, but also potentially a very chal-

enge task. As the sentences from source articles for ordering are

http://dx.doi.org/10.1016/j.neucom.2016.12.084
http://www.ScienceDirect.com
http://www.elsevier.com/locate/neucom
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2016.12.084&domain=pdf
mailto:yuel563@163.com
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ritten by different groups, from different viewpoints, or have dif-

erent writing style, etc. There is not only the problem of subjec-

ive factors to deal with, but also the problem such as detecting

hetorical relations existing between sentences. It is difficult and

nsolved in sentence ordering task. However, inferring a coherent

rdering of extracted sentences with rhetorical structure analysis

s not yet achievable. 

Existing work on sentence ordering can be classified into two

ypes: temporal information processing [16–18] , and natural order

earning in original corpora [19-23] . Among these methods, tem-

oral information processing is the bottleneck technology which

ffects the quality of the ordering algorithm, and the fact is that,

ot all the corpora have temporal information. Although newspa-

er articles are assigned time stamp of its publication date, they

re just publication date without exact time as hour and minute.

s a result, chronological ordering based method could not achieve

teady and high-quality ordering effects. For natural order learning

ased method, the factor of temporal information is ignored be-

ause temporal information processing is very difficult, experimen-

al results show a significant improvement over existing sentence

rdering strategies, but more complicated strategies are usually in-

olved. To further explore ways of sentence ordering, we propose

n improved ordering method, which not only examines most fre-

uent orders in original document (i.e., majority based method)

nd orders sentence by publication date (i.e., temporal information

ased method), but also considers the topical relevance between

ocal themes during overall ordering process. Specifically, we re-

ne ordering problem based on majority ordering and chronologi-

al ordering with continuous Hopfield neural network (CHNN) [24] ,

hich demands ordering algorithm traversing all the local themes

nce and searching a shortest path. Hopfield neural network were

idely used on combinatorial optimization problems, which trans-

orms the objective function in optimization problems into energy

unctions in neural network, and maps variables of practical prob-

ems into the state of network. It is definitely a meaningful attempt

o apply CHNN on our problem. 

This paper is organized as follows: In Section 2 , we intro-

uce related work preliminaries. In Section 3 , we propose our

ramework: continuous Hopfield neural network based ordering

CHNNO). In Section 4 , metrics for semi-automatic evaluation and

ubjective grading are described. Next, in Section 5 , experiments

nd corresponding results are shown. In Section 6 , the conclusion

nd future work to the proposed work are presented. 

. Related. work 

Existing work on sentence ordering can be classified into two

ypes: temporal information processing [16-18] , and natural order

earning in original corpora [19-23,25-27] . Paper [16] first proposed

rdering method based on publication date of the sentences con-

ained in descriptions of novel events. On this basis, paper [17] im-

roved the strategy for ordering information that combines con-

traints from chronological order of events and topical relatedness.

hen, paper [18] proposed a method to improve chronological or-

ering by resolving precedent information of arranging sentences.

he first type usually assumes sentences to be semantically inde-

endent and only make use of the time feature in original docu-

ents, which usually leads to unsatisfactory results. Although it is

n effective heuristic ordering sentences according to the publica-

ion date, as the trends of an event changes over time. However,

uch temporal features may be not available in all cases as tempo-

al inference in documents is still a problem, i.e., temporal features

uch as yesterday or tomorrow are just relative concept to describ-

ng temporal information. The second type usually involves more

omplicated processing. 
Paper [19] proposed an approach to information ordering that

s particularly suited for text-to-text generation, where a model

earns constraints on the sentence order from a corpus of domain-

pecific texts and an algorithm yields the most likely order among

everal alternatives. Paper [20] proposed a sentence ordering al-

orithm using a semi-supervised sentence classification and his-

orical ordering strategy, where the classification is based on the

anifold structure underlying sentences, addressing the problem

f limited labeled data, and the historical ordering helps to en-

ure topic continuity and avoid topic bias. Paper [21] considered

he problem of modeling the content structure of texts within a

pecific domain, utilizing a novel adaptation of algorithms for Hid-

en Markov Models. Paper [22] presented a bottom-up approach to

rranging sentences extracted for multi-document summarization, 

here four criteria, chronology, topical-closeness, precedence, and

uccession are defined, and the criteria are integrated into a crite-

ion by a supervised learning approach, then repeatedly concate-

ating two textual segments into one segment based on the crite-

ion until obtain the overall segment with all sentences arranged.

hen Paper [23] further modeled the problem of sentence ordering

s a one of learning the optimal combination of preference experts

hat determine the ordering between two given sentences, where

ve preference experts: chronology, probabilistic, topical-closeness,

recedence, and succession are defined to capture the preference

f a sentence against another sentence. Recently, more natural or-

er learning based methods have been proposed [25-27] . The gen-

ral ideas of two sentence ordering methods that related to our

ethod are introduced in the following section, which are the ba-

is of our ordering method. 

.1. Chronological ordering 

Given a collection of texts from a particular theme, chronolog-

cal ordering (CO) arranges sentences basing on the publication

ate, which is applicable for processing corpus of newspaper arti-

les containing similar theme and temporal information. These ar-

icles usually describe different phases of the same event; hence

ommon information is involved in these documents. Based on the

aseline of organizing news articles, the content in newspaper ar-

icles is organized by a series of corresponding context, subsequent

escriptions and comment on the novel events. For this reason, it

s effective heuristic to order sentences with their publication date.

This kind of method can boil down to a question of local theme

rdering, specifically, the position of every sentence selected for

enerating summarization or fusion result called summarization

entence or fusion sentence, is determined by the position of local

heme it belong to. Therefore, time tagging for every local theme

s obliged here. Assume each newspaper article in original corpora

s tagged with date, hour and minute information of publication

ime, and there are not two articles with same time stamp, then

e have ordering procedure and the outline of chronological or-

ering algorithm as shown in Fig. 1 . 

.2. Majority ordering 

Another strategy is majority order (MO), in which each sum-

ary sentence or fusion sentence is mapped to a theme, i.e., a set

f similar sentences in the documents, and the order of these sen-

ences determines that for summary sentences or fusion sentences.

o do that a notation of precedence relation will be defined: 

efinition 1 ( Precedence Relation ) . Consider local theme A and B

say segment A and B here), if local theme A precedes local theme

 , then summary sentences or fusion sentences in local theme A

recedes summary sentences or fusion sentences in local theme B ,
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Fig. 1. The outline of chronological ordering algorithm. 

Fig. 2. The process of majority ordering algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. An overview of sentence ordering process with CHNNO. 
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which is denoted as: 

A � B (1)

Where we assume there is a transitive relation among the se-

quence of ordered sentence of different local themes (If A �B and

B �C , then A �C ), then the final summarization or fusion results is a

linear distribution ( A, B , …, N) . However, this ideal assumption was

rejected due to lack of realistic evidence. Take three relations ex-

isting between local theme A, B and C as an example, if A �B, B �C

and C �A , we will get contradictory conclusions of ( A, B, C ) and ( C,

A ). The reason for contradictory conclusions is that the order of se-

quences of local themes are not transitive, so high-quality ordering

results cannot be achieved by aforementioned method. To address

this issue, local majority principle is proposed [28] . 

Definition 2 ( Majority Principle ) . Consider local theme A and B (say

segment A and B here), the number of documents that satisfy A �B

in document set is denoted as: 

A ∝ B or αAB = A ∝ B (2)

Where if ( A ∝ B ) > ( B ∝ A ), then segment A precedes segment B ,

otherwise, segment B precedes segment A . 

Given two definitions above, each local theme could be identi-

fied as a node in directed graph, in which a directed edge indicates

precedence relation between two local themes, and weight on spe-

cific edge captures the frequency of precedence relation from one

local theme to another. Then, ordering problem by precedence re-

lation here is equal to a shortest path problem. 

The problem is that, for each local theme in all documents with

a relatively fixed position, the arrangement showed good readabil-

ity; while for each local theme in all documents without a rela-

tively fixed position, the result showed bad readability. This prob-

lem derives from the process itself of majority ordering algorithm

as shown in Fig. 2 . Specifically, every time the algorithm selects

a node (a local theme) with biggest weight and meantime deletes

this node and related edges in directed graph. Next step is to re-

calculate the weight of the nodes in current directed graph, which

is only related to the rest of nodes without considering the previ-
us nodes. That is to say, the overall connection among the nodes

s ignored during this process. To address this issue, an improved

rdering algorithm combining majority and chronological relation

s proposed in next section. 

. Ordering. refinement by continuous hopfield neural network 

We propose an improved ordering method, which not only

xamines most frequent orders in original document (majority

ased method) and orders sentence by publication date (tempo-

al information based method), but also the topical relevance be-

ween local themes is considered during overall ordering process,

hich is based on the aforementioned two algorithms in Section 2 .

ere, we refine ordering problem based on majority ordering and

hronological ordering with Hopfield neural network [24] , which

emands ordering algorithm traversing all the local themes once

nd searching a shortest path. The general idea of sentence order-

ng method proposed in this paper contains two parts: preprocess-

ng and ordering model as shown in Fig. 3 . 

.1. Preprocessing 

Sentence segmentation and sentence filtering . At this step,

e select out the candidate sentences from a document set for

ocument fusion task. Detecting sentence boundary in our work

s based on punctuation. That is, all the textual content ended up

ith question marks, exclamation marks, a full stop or suspen-

ion points is treated as a sentence. Among these sentences, long

entences and short sentences will be removed out, and that the

entence with modest length is the candidate sentences we need.

oreover, the sentence ended up with question marks will also be

liminated, as declarative content is needed for document fusion

ask. 

Importance evaluation . In vector space model, candidate sen-

ences are represented as k -dimensional vectors, where k is the

umber of the words. We take TF-IDF to calculate the weight of

ach term, where TF is the absolute frequency of the term; IDF

s used to weigh the frequency of the terms in each document

ith the factor that discounts its importance when it appears in
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Fig. 4. The permutation matrix. 
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ergy function, the length of path and energy changes. 
any documents. The similarity between two sentences can be

chieved by calculating the similarity between two sentence vec-

ors as shown below: 

im ( 
→ 

d i , 
→ 

d 
j 
) = 

→ 

d i ·
→ 

d j ∣∣∣→ 

d i 

∣∣∣∣∣∣→ 

d j 

∣∣∣ (3)

For further refining the candidate sentences, we introduce the

nother concept below: 

efinition 3 ( Theme Center Vector ) . Theme center vector is used to

escribe the theme of a whole document set, which is arithmetic

ean value of the candidate sentences. 

We can perform sentence clustering by calculating the similar-

ty between each two sentence vectors with above-mentioned for-

ula. After this step, we will get many theme clusters, and each

luster consists of a few sentences. For each cluster, repeated sen-

ences with high similarity value will be removed out. Besides, we

ompare the similarity between each cluster and theme center, and

he cluster that is far from the theme center will be removed out.

inally, the rest of the theme clusters and “distance” among these

heme clusters will be processed by continuous Hopfield neural

etwork. 

.2. Ordering model 

Hopfield neural network were widely used on combinatorial

ptimization problems, which transforms the objective function in

ptimization problems into energy functions in neural network,

nd maps variables for the problems into the state of network. It

s definitely a meaningful attempt to apply CHNN on our problem.

he general procedures are: 

Problem analyzing: make the output of the network mapping

he solution of practical problem. 

Constructing energy function: make the minimum value of

nergy function mapping the optimal solution of the problem. 

Designing network structure: design parameters with energy

unction and network stability condition, and get dynamic equa-

ion. 

We propose an improved ordering method, which demands or-

ering algorithm traversing all the local themes once and search-

ng a shortest path. The sentences in each theme cluster are or-

ered with chronological information; and CHNN will be used to

nd out a path from theme clusters. Each local theme could be

dentified as a node in directed graph, in which a directed edge

ndicates relation between two local themes and weight on spe-

ific edge captures the distance from one local theme to another. In

his paper, we use “distance” to denote the “weight” between every

wo theme clusters, which are the inputs to the Hopfield network. 

The permutation matrix of N × N dimension ( N is the number

f local themes) is shown in Fig. 4 , which illustrates the final result

f network evolution. 

Where A, B, C and D (each line) denotes the local themes, and

, 2, 3 and 4 (each column) denotes the path ordering. In Fig. 4 ex-
mple the path ordering is A → C → B → D . Note that: for each

ine and each column, there is only one 1 and the rest of elements

re 0; all the 1 in permutation matrix is equal to N . 

The permutation matrix of N × N dimension is identified as a

ontinuous Hopfield neural network ( CHNN ) with N × N neurons,

here the state of each neuron corresponds to the value of each

lement in permutation matrix when the whole network gets sta-

le. Moreover, the distance among each local theme is treated as

he constraint condition to determine the strength of the connec-

ions w ij among the neurons. The result of this neural network evo-

ution is anticipated to be the optimal solution, that is to say, the

ermutation matrix above is the optimal ordering with the short-

st path. Then, energy function that is used to describe this con-

traint will be introduced below: 

efinition 3 ( Energy Function ) . 

 = 

A 

2 

N ∑ 

x =1 

N ∑ 

i =1 

N ∑ 

j=1 

V xi V x j + 

B 

2 

N ∑ 

i =1 

N ∑ 

x =1 

N ∑ 

y = x 
V xi V yi + 

C 

2 

( 

N ∑ 

x =1 

N ∑ 

i =1 

V xi − N 

) 2

+ 

D 

2 

N ∑ 

x =1 

N ∑ 

y =1 

N ∑ 

i =1 

d xy V xi 

(
V y,i +1 + V y,i −1 

)
(4)

Where A, B, C and D denotes the weight; d xy denotes the

istance from local theme x to local theme y . The previous

hree items ( A 2 

∑ N 
x =1 

∑ N 
i =1 

∑ N 
j=1 V xi V x j , 

B 
2 

∑ N 
i =1 

∑ N 
x =1 

∑ N 
y = x V xi V yi and 

C 
2 ( 

∑ N 
x =1 

∑ N 
i =1 V xi − N ) 2 ) in above equation are constraint items; the

ast one ( D 2 

∑ N 
x =1 

∑ N 
y =1 

∑ N 
i =1 d xy V xi ( V y,i +1 + V y,i −1 ) ) is optimization

bjective. 

efinition 4 ( Improved Energy Function ) . 

 = 

A 

2 

N ∑ 

x =1 

( 

N ∑ 

i =1 

V xi − 1 

) 2 

+ 

A 

2 

N ∑ 

i =1 

( 

N ∑ 

x =1 

V xi − 1 

) 2 

+ 

D 

2 

N ∑ 

x =1 

N ∑ 

y =1 

N ∑ 

i =1 

V xi d xy V y,i +1 (5) 

efinition 5 ( Dynamic Equation ) . 

d U xi 

dt 
= − ∂E 

∂ V xi 

= −A 

( 

N ∑ 

i =1 

V xi −1 

) 

−A 

( 

N ∑ 

y =1 

V yi − 1 

) 

− D 

N ∑ 

y =1 

d xy V y,i +1 

(6) 

Corresponding algorithm procedure which uses continuous 

opfield neural network to order sentences is given below: 

Step 1: Set initial value and weight, i.e., t = 0, A = 1.5, D = 1.0,

U 0 =0.02; 

Step 2: Read in the distance between all the local themes, i.e.,

d xy (x, y = 1 , 2 , ..., N) ; 

Step 3: Initialize U xi ( t ) ( U xi (t) = U 

′ 
0 

+ δxi ( x, i = 1 , 2 , ..., N))for the

neural network, where U 

′ 
0 = 

1 
2 U 0 ln (N − 1) , N is the number

of local themes, and δxi is a random value between the in-

terval ( −1, + 1)); 

Step 4: Calculate 
d U xi 
dt 

by using dynamic equation mentioned in

Definition 5 ; 

Step 5: Calculate U xi (t + 1) with the first-order Euler method

( U xi (t + 1) = U xi (t) + 

d U xi 
dt 

�T ); 

Step 6: Calculate V xi ( t ) with sigmoid function ( V xi (t) =
1 
2 ( 1 + tanh ( 

U xi (t) 
U 0 

) ) ); 

Step 7: Calculate energy function E ; 

Step 8: Check the route validity, go back to Step 4 if iteration is

not over; 

Step 9: Output the number of iterations, optimal path, and en-
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4. Evaluation. measures 

4.1. Metrics for semi-automatic evaluation 

Assessing the quality of sentence ordering generated by an

algorithm is a non-trivial task. Three semi-automatic evaluation

measures that have been used in previous work [23] are employed

in this paper, which compare a sentence ordering produced by

an algorithm against the ordering produced by human annotator.

They are evaluation measures of rank correlation coefficients such

as Spearman’s rank correlation and Kendall’s rank correlation, and

evaluation measure of assessing continuity of pairwise sentences,

which is called Average Continuity. 

4.1.1. Spearman’s rank correlation 

Spearman’s rank correlation denoted by the Greek letter ρor as

r s, is a nonparametric measure of statistical dependence between

two orderings. It assesses how well the relationship between two

orderings (say πand σ ) can be described using a monotonic func-

tion and is defined as follows. 

ρ = 1 −
6 

N ∑ 

i =1 

(π(i ) − σ (i )) 
2 

N ( N 

2 − 1) 
(7)

Where { S 1, S 2,…, S N } is the set of N sentences to be ranked, π∈ S N
and σ∈ S N respectively denote the ordering produced by the algo-

rithm and by standard ordering; while π ( i ) and σ ( i )denote the po-

sition of sentence S i in πand σ . Spearman’s rank correlation, ρ , falls

into range interval [ −1,1]. 

4.1.2. Kendall’s rank correlation 

Kendall rank correlation coefficient, commonly referred

to as Kendall’s ( τ ) coefficient, is a statistic used to measure

the association between two measured quantities. It is a non-

parametric hypothesis test for statistical dependence based on the

tau coefficient and defined as follows. 

τ = 

4 C(π, σ ) 

N(N − 1) 
− 1 (8)

Where { s 1 , s 2 , ..., s N } is the set of N sentences to be ranked, C ( π ,

σ ) is the number of concordant pairs between π and σ . Kendall

rank correlation coefficient, τ , falls into range interval [ −1,1]. If the

agreement between the two rankings is perfect (i.e., the two rank-

ings are identical) the coefficient has value 1. If the disagreement

between the two rankings is perfect (i.e., one ranking is the reverse

of the other) the coefficient has value −1. 

4.1.3. Average continuity 

In the fields of computational linguistics and probability, an n -

gram is a contiguous sequence of n items from a given sequence

of text or speech, which is widely used in statistical natural lan-

guage processing. Here, the quality of a sentence ordering can be

estimated by the number of continuous sentences that are also re-

produced in reference sentence ordering. This is equivalent to mea-

suring a precision of continuous sentences in an ordering against

the reference ordering. The precision of n sentences in an ordering

to be evaluated as follows. 

P n = 

m 

N − n + 1 

(9)

Where N is the number of sentences in the reference ordering; n

is the length of continuous sentences on which we are evaluating;

m is the number of continuous sentences that appear in both the

evaluation and reference orderings. The Average Continuity ( AC ) is

defined as the logarithmic average of P n ( n from 2 to k ). 

AC = exp 

( 

1 

k − 1 

k ∑ 

n =2 

log ( P n + α) 

) 

(10)
here k is a parameter to control the range of the logarithmic av-

rage; and α is a small value in case if P n is zero. We set k = 4 (i.e.,

ore than five continuous sentences are not included for evalua-

ion) and α = 0.001. Average Continuity becomes 0 when evalua-

ion and reference orderings share no continuous sentences and 1

hen the two orderings are identical. 

.2. Subjective grading 

Intrinsic evaluation where evaluation is done by human on ac-

essing the quality of the ordered sentences itself is also involved

n our work. Four levels of Perfect, Acceptable, Poor, and Unaccept-

ble are used in subjective grading process, where the distribution

f these subjective grading made by a number of judges to order-

ng algorithms on four datasets and corresponding details of grad-

ng process will be given in Section 5 . The readability of the sen-

ence sequence is assessed using five linguistic quality questions

hich measures qualities of the ordered sentences that do not in-

olve comparison with a standard ordering. The linguistic qualities

easured are Grammaticality, Non-redundancy, Referential clarity,

ocus and Structure and Coherence, which is used to assess the

eadability of the summaries task [29] . As the main task in our pa-

er is to properly order the candidate summary sentences, Q1, Q4

nd Q5 should be badly considered during the subjective grading

rocess. The assessing process will not take into account Q2 and

3 which involve other processing methods such as redundancy

emoval and coreference resolution or anaphora resolution. 

Q1: Grammaticality. The ordered sentences should have no ob-

viously ungrammatical sentences that make the text difficult

to read. 

Q2: Non-redundancy. There should be no unnecessary repeti-

tion in the ordered sentences. 

Q3: Referential clarity. It should be easy to identify who or

what the pronouns and noun phrases in the summary are

referring to. 

Q4: Focus. The final sequence should have a focus, in which

sentences should contain information that is related to the

rest sentences. 

Q5: Structure and Coherence. The sequence should be well-

structured and well-organized. The result should not just be

a heap of related information, but should build from sen-

tence to sentence to a coherent body of information about a

topic. 

. Experiments. and results 

.1. Data set 

Document Understanding Conferences (DUC) [30] is sponsored

y the Advanced Research and Development Activity (ARDA), the

onference series is run by the National Institute of Standards and

echnology (NIST) to further progress in summarization and en-

ble researchers to participate in large-scale experiments. In 2008,

UC became a Summarization track in the Text Analysis Confer-

nce ( TA C ) [31] . A TAC cycle consists of a set tracks, areas of fo-

us in which particular NLP tasks are defined. From then on, TAC’s

ain tasks are other corresponding research works within the Nat-

ral Language Processing (Details shown in Table 1 ). 

We tested our work using data from DUC 20 02–20 05, where

eneric multi-document summarization has been one of the fun-

amental tasks in DUC 2002 and DUC 2004 (i.e. task 2 in DUC

002 and task 2 in DUC 2004). In DUC 2002, 59 document sets

f approximately 10 documents each were provided and generic

ummaries of each document set with lengths of 100words or less

ere required to be created. In DUC 2004, 50 TDT (Topic Detec-

ion and Tracking) document clusters were provided and a short
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Table 1 

The DUC tasks for the particular years. 

Year Task 

DUC 20 01–20 04 Single-document Summaries and Multiple Document 

Summaries. 

DUC 20 05–20 07 User-oriented, Question-focused Summarization task. 

TAC 2008–2013 Question Answering, Recognizing Textual Entailment, 

Summarization and Knowledge Base Population. 

Table 2 

The datasets for generic multi-document summarization. 

DUC 2002 DUC 2004 

Task Task 2 Task 2 

Number of clusters 59 50 

Data source TREC-9 TDT-2 

Table 3 

The datasets for topic-focused multi-document summarization. 

DUC 2003 DUC 2005 

Task Task 3 The only task 

Number of clusters 30 50 

Data source TREC TREC 
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ummary with lengths of 665 bytes or less was required to be cre-

ted. Table 2 gives a short introduction of the datasets used in the

xperiment. Specially, the chronological information in our exper-

ment comes from news videos related to corresponding textual

ews, which guarantees the correctness of chronological informa-

ion. 

Topic-focused multi-document summarization has been evalu-

ted on task 3 of DUC 2003 and the only task of DUC 2005, each

ask having a gold standard dataset consisting of document clus-

ers and reference summaries. The task 3 of DUC 2003 is to pro-

uce summaries focused by viewpoints; the task of DUC 2005 is

o produce summaries focused by DUC Topics . Table 3 gives a short

ntroduction of the datasets. 

.2. Experimental results 

For comparison purpose, we tested five classical sentence or-

ering methods based on the dataset introduced in previous sec-

ion, which are Random Ordering method, Chronological Ordering

ethod, Majority Ordering method, Precedence Relation Ordering

ethod and Continuous Hopfield Neural Network Ordering method

roposed in our paper (see Table 4 ). 

Among these comparison methods, Precedence Relation Order-

ng (PRO) has got significant improvement compared with Random

rdering (RO), Probalistic Ordering (PO) [19] , Chronological Order-

ng (CO) and another two related works of themselves on 3rd Text

ummarization Challenge (TSC-3) corpus [32] , where the multi-

le document summarization task is organized by NTCIR project

33] . TSC-3 dataset contains multi-document summaries for 30

ews events which are selected by the organizers of TSC task.

or each topic, a set of Japanese newspaper articles are selected

rom Mainichi Shinbun and Yomiuri Shinbun, two popular Japanese

ewspapers, which is with their annotated publication date and

ot revised or modified once an article is published. Although the

uthor has pointed out that there are no fundamental differences

etween Japanese and English for experiments, it is difficult for us

o compare our work with these experimental results. Therefore, in

ur work, English corpus is used, with which corresponding meth-

ds are re-tested. 

Tables 5 –8 show the performance of different sentence order-

ng methods on four DUC datasets, in which the mean value of

hree metrics of Spearman’s rank correlation, Kendall’s rank cor-
elation and Average Continuity are used to this rating task. From

he four tables, it is obvious that RO is the worst ordering method

ith all metrics. As just mentioned, RO is the lowest standard, in

hich sentences are arranged randomly. This method is treated

s the lower-baseline and used to indicate the performance of

ther methods that we would obtain. The performance of CO and

O is better than RO, but not as good as CHNNO and PRO. As

he basis of ordering methods, CO and MO failed to show signif-

cant differences on all three metrics. PRO, as the highest stan-

ard except standard sentences arrangement, improved chronolog-

cal ordering by resolving antecedent sentences of arranged sen-

ences combining the refinement algorithm with topical segmen-

ation, has achieved steady performance comparing with RO, CO

nd MO. However, CHNNO proposed in this paper is superior to

RO on some metrics, which reveals the improvement of our idea.

pecifically, on DUC 2002, CHNNO is superior on the metrics of

pearman’s rank correlation and Average Continuity with value

.801 and 0.772; on DUC 2004, CHNNO is superior on the met-

ic of Kendall’s rank correlation with value 0.797; on DUC 2003,

HNNO is superior on the metrics of Kendall’s rank correlation

nd Average Continuity with value 0.643 and 0.676; on DUC 2005,

HNNO is superior on the metrics of Kendall’s rank correlation and

pearman’s rank correlation with value 0.705 and 0.752. Although

HNNO is not superior on all three metrics over all datasets we

ave tested, it still suggests that the Hopfield Neural Network has

etter conformity on combinatorial optimization problems. 

In order to show the agreement between human grading, these

uman are allocated to arrange sentences extracted for summary

r fusion result independently, and then correlation between man-

ally two groups of human-arranged orders are measured on four

atasets by three metrics, Spearman’s Rank Correlation, Kendall’s

ank Correlation and Average Continuity (see Tables 9–12 ), which

s deemed as a strict double-blind accessing process. Specially, they

ead the source articles before ordering sentences to gain back-

round knowledge on each topic in all datasets. From this pro-

ess, we achieved manually arranged order. On DUC 2002 dataset,

he mean correlation values 0.786 for Spearman’s Rank Correlation,

.564 for Kendall’s Rank Correlation and 0.399 for Average Conti-

uity indicate a strong agreement between human grading orders.

he similar trends of agreement on another three data sets can be

een in Tables 10 –12 . 

We have indirectly proved the objectivity in subjective grading

rocess above. Then, the distribution of the subjective grading on

 different ordering algorithms made by a number of judges on

our datasets is shown in Fig. 5 . Each of these manual evaluations

s based on four point scales: 

1. Unacceptable 

2. Poor 

3. Acceptable 

4. Perfect 

During subjective grading, intrinsic evaluation where evalu-

tion is done by human on accessing the quality of the or-

ered sentences itself is involved. Four levels of Perfect, Accept-

ble, Poor, and Unacceptable are used in this process, where the

istribution of these subjective grading made by a number of

udges to ordering algorithms on four datasets. The readability

f the sentence sequence is assessed using five linguistic quality

uestions which measures qualities of the ordered sentences that

o not involve comparison with a standard ordering. The linguis-

ic qualities measured are Grammaticality, Non-redundancy, Refer-

ntial clarity, Focus and Structure & Coherence, which is used to

ssess the readability of the summaries task. As the main task in

ur paper is to properly order the candidate summary sentences,

rammaticality, Focus and Structure & Coherence are badly con-

idered. Fig. 5 shows the distribution of the subjective grading
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Table 4 

The details of comparision methods. 

Method Description 

Random Ordering (RO) Lowest standard, in which sentences are arranged randomly. This method is treated as the lower-baseline and used to indicate 

the performance that we would obtain. 

Chronological Ordering (CO) Sentences are arranged in temporal order of the publication date, where sentences belonging to document published earlier 

will arranged before sentences belonging to document published later, and for the sentences with similar published date, 

they are ordered in same order as in original document. In the latter case, if the sentences with same publication date are 

not belonged to same document, a random order would be taken. 

Majority Ordering (MO) Sentences are arranged with the method introduced in Section 2 . 

Continuous Hopfield Neural Network 

Ordering (CHNNO) 

Sentences are arranged with the method proposed in our paper as described in Section 3 . 

Precedence Relation Ordering (PRO) 

[18] 

Highest standard except standard sentences arrangement, where sentences are arranged by using presupposed information, 

which improved chronological ordering by resolving antecedent sentences of arranged sentences combining the refinement 

algorithm with topical segmentation. 

Fig. 5. The distribution of the subjective grading by testing Random Ordering method (RO), Chronological Ordering method (CO), Majority Ordering method (MO), Precedence 

Relation Ordering (PRO) and Continuous Hopfield Neural Network Ordering method (CHNNO)on DUC 2002, DUC 2002, DUC 2004 and DUC 2005 datasets. 

Table 5 

Performance comparison of sentence ordering methods on DUC 2002 dataset. 

Method Kendall Spearman Average 

Continuity 

Random Ordering 0.115 0.169 0.052 

Chronological Ordering 0.402 0.398 0.187 

Majority Ordering 0.424 0.407 0.282 

Continuous Hopfield 

Neural Network 

Ordering 

0.728 0.801 0.722 

Precedence Relation 

Ordering 

0.746 0.763 0.658 

Table 6 

Performance comparison of sentence ordering methods on DUC 2004 dataset. 

Method Kendall Spearman Average 

continuity 

Random Ordering 0.039 0.032 0.018 

Chronological Ordering 0.397 0.343 0.230 

Majority Ordering 0.499 0.591 0.273 

Continuous Hopfield 

Neural Network 

Ordering 

0.797 0.711 0.543 

Precedence Relation 

Ordering 

0.726 0.774 0.606 

 

 

 

 

Table 7 

Performance comparison of sentence ordering methods on DUC 2003 dataset. 

Method Kendall Spearman Average 

continuity 

Random Ordering −0 .158 −0 .258 0 .034 

Chronological Ordering 0 .487 0 .432 0 .392 

Majority Ordering 0 .597 0 .541 0 .332 

Continuous Hopfield 

Neural Network 

Ordering 

0 .643 0 .680 0 .676 

Precedence Relation 

Ordering 

0 .622 0 .701 0 .562 

Table 8 

Performance comparison of sentence ordering methods on DUC 2005 dataset. 

Method Kendall Spearman Average 

continuity 

Random Ordering 0 .034 0 .124 0 .018 

Chronological Ordering 0 .379 0 .362 0 .236 

Majority Ordering 0 .398 0 .359 0 .265 

Continuous Hopfield 

Neural Network 

Ordering 

0 .705 0 .752 0 .493 

Precedence Relation 

Ordering 

0 .698 0 .734 0 .576 

2  

u  

2  

t  

o  
by testing Random Ordering method ( RO ), Chronological Ordering

method ( CO ), Majority Ordering method ( MO ), Precedence Relation

Ordering ( PRO ) and Continuous Hopfield Neural Network Order-

ing method ( CHNNO )on DUC 2002, DUC 2002, DUC 2004 and DUC
005 datasets. From Fig. 5 , we can see that most RO are rated as

nacceptable (76% on DUC 2002; 90% on DUC 2003; 83% on DUC

0 04; 82% 0n DUC 20 05), MO and CO has gained similar propor-

ion of Poor. PRO and CHNNO were found as the steadiest meth-

ds, because there were scarcely any orders rated as Unacceptable
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Table 9 

Correlation between two groups of human-ordered sentences on DUC 2002 

dataset. 

Metric Mean Std.Dev Min Max 

Spearman’s Rank Correlation ( ρ) 0 .786 0 .299 −0 .3 1 

Kendall’s Rank Correlation ( τ ) 0 .564 0 .323 0 .1 1 

Average continuity 0 .399 0 .411 0 .05 1 

Table 10 

Correlation between two groups of human-ordered sentences on DUC 2003 

dataset. 

Metric Mean Std.Dev Min Max 

Spearman’s Rank Correlation ( ρ) 0 .664 0 .280 −0 .5 1 

Kendall’s Rank Correlation ( τ ) 0 .526 0 .322 0 1 

Average continuity 0 .508 0 .497 0 .002 1 

Table 11 

Correlation between two groups of human-ordered sentences on DUC 2004 

dataset. 

Metric Mean Std.Dev Min Max 

Spearman’s Rank Correlation ( ρ) 0 .721 0 .412 0 .2 1 

Kendall’s Rank Correlation ( τ ) 0 .409 0 .274 −0 .003 1 

Average continuity 0 .384 0 .392 0 1 

Table 12 

Correlation between two groups of human-ordered sentences on DUC 

2005 dataset. 

Metric Mean Std.Dev Min Max 

Spearman’s Rank Correlation ( ρ) 0 .733 0 .306 0 1 

Kendall’s Rank Correlation ( τ ) 0 .654 0 .258 −0 .2 1 

Average continuity 0 .454 0 .414 0 1 
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n DUC20 03, DUC 20 04 and DUC 20 05. Over 57% of ordered sen-

ences using PRO and CHNNO are rated as Perfect or Acceptable.

oreover, a larger proportion of Perfect, Acceptable gained by and

HNNO compared with the performance of other methods on all

our datasets. On DUC 2002, the ratio of Perfect and Acceptable is

4% and 36% using PRO; 28.5% and 39% using CHNNO, where the

erformance of PRO is better than CHNNO. However, CHNNO has

ot higher ratio of Perfect and Acceptable on DUC 2003, DUC 2004

nd DUC 2005. The gap between PRO and CHNNO was not gigan-

ic. This fact showed that there is still a vast amount of work need

o be done to pushing poor ordering to an acceptable level or a

erfect level. 

. Conclusion and future work 

Sentence ordering problem in our paper is treated as a com-

inatorial optimization problem and solved with continuous Hop-

eld neural network (CHNN). With Continuous Hopfield Neural

etwork Ordering ( CHNNO ), not only did we examine most fre-

uent orders in original document (i.e., majority based method)

nd orders sentence by publication date (i.e., temporal informa-

ion based method), but also we considered the topical relevance

etween local themes during overall ordering process. The order-

ng algorithm traversed all the local themes and searched a short-

st path as the final sentence ordering. The CHNNO proposed in

his paper is superior to RO, CO and MO on all metrics, which

roved the effectiveness of our idea. Although CHNNO is not supe-

ior to PRO on all three metrics over all datasets we tested, it still,

t some point, revealed that the Hopfield Neural Network Order-

ng (CHNNO) has better conformity on sentence ordering problem.

uring subjective grading, the distribution of the subjective grad-

ng showed that there is still a vast amount of work need to be
one to pushing poor ordering to an acceptable level or a perfect

evel. 

Our study will further focus on improvement of sentence or-

ering method. On one hand, the CHNNO proposed in this paper

trongly relies on model parameters and initial conditions and the

nergy function is not unique, which all make improvement by no

eans exhaustive. On the other hand, numerous other methodol-

gy should be involved on sentence ordering problem. Moreover,

e would also like to explore establishing a standard subjective

valuation system as another task. 
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