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Abstract. Estimating the mortality of patients plays a fundamental
role in an intensive care unit (ICU). Currently, most learning approaches
are based on deep learning models. However, these approaches in mor-
tality prediction suffer from two problems: (i) the specificity of causes
of death are not considered in the learning process due to the differ-
ent diseases, and symptoms are mixed-used without diversification and
localization; (ii) the learning outcome for the mortality prediction is not
self-explainable for the clinicians. In this paper, we propose a Deep Inter-
pretable Mortality Model (DIMM), which employs Multi-Source Embed-
ding, Gated Recurrent Units (GRU), Attention mechanism and Focal
Loss techniques to prognosticate mortality prediction. We intensified the
mortality prediction by considering the different clinical measures, med-
ical treatments and the heterogeneity of the disease. More importantly,
for the first time, in this framework, we use a separate evidence-based
interpreter named Highlighter to interpret the prediction model, which
makes the prediction understandable and trustworthy to clinicians. We
demonstrate that our approach achieves state-of-the-art performance in
mortality prediction and can get an interpretable prediction on four dif-
ferent diseases.

Keywords: Data mining - Missing value + Imputation + Deep
learning - Healthcare

1 Introduction

Accurate assessment of the severity of a patient’s condition plays a fundamental
role in acute hospital care especially in ICU, due to the diversity of patients
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who mostly suffer from multiple diseases of various types. It is hard to estimate
the severity of a patient’s condition in limited time and massive circumstance.
However, doctors must give a diagnosis rapidly so that subsequent treatments
can be taken.

Traditionally, mortality modeling for ICU patients has been conducted via
scoring systems such as the chronic health evaluation (APACHE), sepsis-related
organ failure assessment (SOFA) score and simplified acute physiology score
(SAPS). All these are adopting fixed clinical decision rules based mainly on
physiological data [19]. However, these ICU score systems use only limited mea-
surement indicators to evaluate the mortality risk. For instance, SOFA uses only
11 indicators for scoring. Individually, in MIMIC III [8] there are over 4 thou-
sand indicators. It is obvious that faced with thousands of diseases, these limited
indicators are not comprehensive.

Widespread adoption of Electronic Health Record (EHR) and advances in
deep learning makes it possible to predict mortality risk more effectively. In fact,
several studies using deep learning techniques to forecast in-hospital mortality
risk have significantly improved the quality of acute hospital care [20]. However,
deep methods are often negotiated as black boxes. While this might not be an
obstacle in other more deterministic domains such as image annotation (because
the end user objectively validates the tags assigned to the images), in health
care, not only the quantity algorithmic performance is necessary but also vital
is the reason why the algorithm works. Such model interpretability is crucial
for convincing the professionals about actions recommended from the predictive
models [11].

By interpreting the mortality risk for the deep model, we mean manifest-
ing textual or visual artifacts that provide the qualitative understanding of the
relationship between the clinical measurements, medical treatments, and the
model’s prediction. The process of interpreting the mortality risk for a single
patient is illustrated in Fig. 1. Cooperation and customization with the clini-
cians highlighter gives an overall rating that indicates the patient’s mortality
risk and integrates, illustrates, and highlights the related events, items, as well
as the diagnosis. With these explanations, clinicians can take further actions
based on the results and the explanations. Furthermore, it has been observed,
for example, that providing explanations can increase the acceptance of movie
recommendations [7].

In this paper, we proposed a Deep Interpretable Mortality Model (DIMM) to
predict and interpret the ICU patients’ mortality risk. We evaluate the DIMM
on MIMIC-IIT and show that it is highly competitive and outperforms the state-
of-the-art traditional methods and commonly used deep learning methods. Fur-
thermore, we can provide evidence for our prediction model in convincing the
clinicians to trust the prediction Here is a summary of our contribution: (1)
Multiple Perspectives for ICU Mortality Risk Formulation. We formu-
late ICU mortality prediction as a multi-source and multi-task learning problem,
where sources correspond to clinical measurements and medical treatment, tasks
correspond to diseases. Our model enables us to incorporate disease-specific con-
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text into mortality modeling. (2) Use more inclusive data set. Use of the
entire data set of ICU patients without filtering on length-of-stay. Other similar
submission, and previous works heavily filter the data set. (3) Explainability
of the Prediction Outcomes. We add a highlighter to provide evidence-based
trustworthy interpretation to the deep model, and this is very important in real
life situations. (4) Comprehensive Evaluated Experiments. We demon-
strate the effectiveness of our method by using MMIC-III benchmark dataset
and achieve the state-of-the-art performance.
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Fig. 1. The process of interpretation.

2 Related Work

Mortality risk prediction has a long history in medical domain, traditional meth-
ods for mortality modeling mostly based on scoring systems. However, it is
pointed out that these ICU scoring systems are used for only a few patients,
namely, 10%-15% of US ICU patients as of 2012 [4]. As information of a more
varied, time-evolving nature became available as a form of EHR such as clin-
ical notes and intervention records, data-driven predictive modeling has been
explored extensively in recent year [3,6,12,18]. However, these data mining and
statistical learning approaches typically need first to perform feature engineering
to obtain adequate and more robust features from those data and then build pre-
diction or clustering models on top of them [5,23]. More recently, RNNs provide
new effective paradigms to obtain end-to-end learning models from complex data.
Harutyunyan [6] and Song [20] used LSTM and Attention Model, respectively,
to predict in-hospital mortality and provides the state-of-the-art performance.
However, a large body of current works [3,6,20] for mortality prediction mainly
focuses on improving the ability of classifiers. Moreover, scarcely any publications
think more about the reality in an application scenario, beyond the prediction
ability and accuracy; the clinician is caring much about how the model predicted
so that they can choose to trust the prediction results or not. What’s more, the
clinician needs to know the irregular figures and the possible treatment measures.
Therefore, low interpretability is a common problem of deep neural networks,
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but all the works mentioned above have not tackled this problem. Ribeiro et al.
[14] did some significant work in explaining the prediction, but his work is not
evidence-based and is not fully effective in that medical field. Lipton [10] points
out that model interpretability in machine learning has multiple definitions but
none can be appropriately applied in mortality prediction. Ahmad et al. [1] give
a comprehensive summary of model interpretability in machine learning. Com-
bining the term of Evidence-based Medicine and previous works, in this paper,
the interpretation given evidence and intuitive explanations on how we made
the prediction.

Output &
Interpretation
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Fig. 2. An overview of the proposed GRU-based framework for mortality risk predic-
tion and interpretation.

3 Proposed Approach

In this section, we describe our framework, DIMM.

3.1 Problem Statement

For a given ICU stay of length T" hours, it is assumed that we are given a series
of regularly clinical actions {z;}}, where z; is a vector of clinical action at
time t. ©; = a;;Oby;, where a;; stand for clinical observation vector at time ¢;
and by; represent the clinical treatment vector at time ¢;, © is a joint operation
of vector a;; and b;;. Our objective is to generate a sequence-level prediction
and give an interpretation of each prediction. The type of prediction depends on
the specific task and can be donated as a discrete scalar vector Y for multi-task
classification, each discrete vector Y; for the regression problem. The proposed
framework is shown in Fig. 2.

3.2 Input Embedding

Give the R actions for each step ¢, the first step is to generate an embedding
that captures the dependencies across different diseases without the temporal
information. Here, N denote the number of diseases. The mortality prediction
model is constructed for each disease. The n-th disease has P, patients, and
p-th patients with n-th disease is associated with two feature vectorsAj and
Bpderived from the EHR, whereA} donates the clinical measurements and B}
donates the medical treatments. The dimension of A and B are « and (3, respec-
tively. Combining A} and B}/, we generated a new feature vector @" for the n-th
disease:
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$r = \ATON, BY 2)

where © is the linear combine operation.

In order to interpret our prediction in the later process, we added a location
mask LM to accompany the input embedding process. Because with the process
of a series map, transformation and dropout, it is hard to map the result to the
original vector space. We define LM™ = f(¢y), f is the mapping function:

0, ifgy, =0
p, otherwise.

foy) = { 3)

3.3 Window Alignment

Since our framework contains multiple actions, medical treatments, and clinical
measurements. The medical treatments will take a while to take effect and influ-
ence the measurement results. Assume A} °¢;represent the clinical measurement
at time step ¢; and Bj°t; represents the medical treatment at time step ¢;. The
alignment is performed by mapping P(¢) and P(¢) into a unique time step P(¢).
This strategy is fully competent in our tasks. Besides, in the same time window
P(¢), t; is usually later than ti, and this accords with the prevailing medical
sense.

3.4 Dense Layer

To balance the computational cost as well as the predictable performance, we
need to reduce the dimensions before we transfer the raw medical data to the
next process step. The typical way is simply to concatenate an embedding at
every step in the sequence. However, due to the high-dimensional nature of the
clinical features, this causes “cursed” representation which is not suitable for
learning and inference. Inspired by the Trask’s work [21] in Natural Language
Processing (NLP) and Song’s [20] in clinical data processing, we add a dense
layer to unify and flatten the input features as well as keep the interpretability.
To prevent overfitting, we set dropout =0.35 here.

3.5 Task Wise Attention

Inspired by BiDAF [16] in NLP field, after the dense layer, we add a Task wise
attention layer to linking and fusing information from the medical treatments
and the clinical measurements. The inputs to the layer are treatments vector
P(¢) and measurements vector P(¢), these two vectors have been flattened in
the previous layer. The output clinical action vector ggg along with the input
embeddings from the previous layer. In this layer, we compute attentions in 4
directions: clinical measurements self-attention (M2M); (1) medical treatment
self-attention (T2T); (2) measurements to treatments (M2T); (3) treatments to
measurements (T2M).
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The first two self-attentions can help us focus on the most critical part of
their self-vector spaces. For example, cardiotonic can be very helpful in some
emergency case, and this treatment is crucial in the whole ICU process. However,
this is a discontinuous treatment and usually appears once in the time series;
by using self-attention mechanism we are able to capture this vital procedure
and raise its weight in the prediction. The M2T and T2M attention are derived
from shared similarity matrix S € R4*Bbetween the input embedding of clinical
measurements (A) and medical treatment (B), where Sy, indicates the similarity
between a-th clinical measurement and b-th medical treatment. The similarity
matrix is computed by

Sab = E(A:m B:b) (4)

Where / is a trainable scalar function that encodes the similarity between two
input vector, and A., is the a-th column vector of A, and B, is the b-th column
vector of B. We choose £(A, B) = w(TS) [A; B; A o B], where w(TS) is a trainable
weight vector, o is elementwise multiplication, [;] is vector concatenation across
row, and implicit multiplication is matrix multiplication. By introducing S we
can obtain the attention and the attended vectors in both directions.

In addition, this attention mechanism in our work is task wise. We add a
tunable switch S, ;:

0, if canimprove the prediction per formance
Sw,i = { (5)

1, otherwise.

where w € {M2M,T2T, M2T,T2M} and i refers the predict task. The moti-
vation why we adopt the task wise mechanism is that the measurements and
treatments from different disease categories may hugely different. For instance,
the diagnosis and the treatments of the diseases of the respiratory system and
the diseases of the genitourinary system are nearly different. So it is hard to
share feature spaces between these two kinds of conditions. Therefore, by adopt-
ing this mechanism, we not only can reduce the training difficulty but also can
avoid inducing noises.

3.6 The Gated Recurrent Unit Layer

The GRU takes the sequence of action {J;t}tTZlfrom the previous dense layer and
then associate p-th patent with a binary class labely, ;,, donates the class label
for the p-th patient with the n-th disease. yy pis set as follows:

(6)

0, if deadwithin60daysafter ICU
Ynp = :
1, otherwise.

We create a P,-dimensional response vector for the n-th disease:

Y™ = (Yo, Un2s Ynipn) (7)
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For the ICU patients’ mortality risk prediction, we adopted GRU and repre-
sent the posterior probability of the outcome of patient p being death as:

Prly,, = 0 ¢M] = o (W™ o) (8)

where o(a) is the sigmoid function o(a) = (1 + exp(—a))” " and w™ is a o + 3
dimensional model parameter vector for the n-th disease.

To learn the mutual information of data resulting from the customization,
we learn models for all diseases jointly, so that we can share the same segment
information across the diseases. We represent the trainable parameters of the
GRU as a (a + ) x N matrix W = [0 w? .-+ w"].

3.7 Multi-head Attention and Feedforward

This attention layer is designed to capture dependencies of the whole sequence.
In the ICU scenario, the actions closer to the current position are more critical
than the farther one. And we should consider information only from positions
earlier than the current position being analyzed. Inspired by [22], we use H-
heads attention to create multiple attention graphs, and the resulting weighted
representations are concatenated and linearly projected to obtain the final rep-
resentation. Moreover, we also add 1D convolutional sub-layers with kernel size
2. Internally, we use two of these 1D convolutional sub-layers with ReLU (rec-
tified linear unit) activation in between. Residue connections are used in these
sub-layers. Unlike [20] and [6] making mortality predictions only once after a spe-
cific timestamp, we give prediction and interpretation at each timestamp. This is
more helpful for the ICU clinicians because they need to know the patients’ mor-
tality risk at any time other than at the particular time. We stack the attention
module N times and use the final representations in the mortality risk prediction
model.

3.8 Linear and Softmax Layers

The linear layer is designed to obtain the logits from the unified output of atten-
tion layer. The activation function used in this layer is ReLU. The last layer is
preparing for the output based on different tasks. We use sigmoid for the binary
mortality task, the loss function is:

Lossm = —(ylog(y)) + (1 — y) . log(1 — ) (9)

where y and 3 denote the true and predicted labels.
We use softmax to distinguish between N different diseases, and the loss
function is:

Mz

Loss.d = —(yk - 1og(Tx) + (1 = yr))- (10)

n:l
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Fig. 3. Deep interpretable mortality prediction framework prediction results showcase.
(Color figure online)

3.9 Focal Loss

Due to the distribution otherness of different mortality is very large, and this led
to an extreme sample imbalance problem. For example, in MIMIC III dataset
“Respiratory distress syn” ICU mortality risk is 3.06% and “Angina pectoris
NEC/NOS” ICU mortality risk is 23.2%. This problem is very similar to the
sample imbalance problem in text summarization [9]. Therefore, the training
difficulty of each disease is different. Moreover, the training difficulty of each
action in different diseases is also not the same, represented by P(¢). The P(¢)
means that an action is an easy training disease where P(¢) is closed to 1 because
the model can predict it with the confidence of one hundred percent, while it
will be a difficulty training disease if P(¢)is small to zero.

Consequently, we need to assign a soft weight to each disease’s loss for the
model and pay more attention on those whose P(¢) is small for getting better
performance on it. Inspired by the work in NLP [17], we improved our loss
function by introducing focal loss. Like Lin’s work [9], we do use cross-entropy
(CE) to define P(¢). Let py denote the model’s estimated probability for the
class with the label y,, = 0, and in this work means p-th patient with n-th
disease and eventually deadth. We define P(¢)as:

—log(pys), if ypp =0

P(g) = { 19 - ()
—log(1 —pys), otherwise.

Then we add a modulating factor (1 — P(¢))” to the entropy loss, with tun-

able focusing parameter v > 0. We define the focal loss as:

FL(P(¢)) = =As(1 = P(¢)) log(P(¢)) (12)
where A\gand v are hyperparameters, which are set as 0.25 and 1 respectively in
our experiment.

3.10 Output and Interpretation

Incorporated with the supplementary information from original source, this layer
is designed to generate the understandable prediction results. We give the pre-
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dictions at each time step and the time span can be controlled by the end user.
Therefore, the clinician could get the updated patients’ mortality risk at any time.

Figure 3 is a showcase of the DIMM prediction with evidence interpretation
results. The x-axis is the ICU stay time sequence and the y-axis is the patient’s
ICU Scoring System score. Here, we plot the SOFA score. Patient B is the
current patient and Patient A represent the similar patient who is like B. The
color donates the mortality risk of the patient at current time slot, the darker
color indicates the higher mortality risk. If we focus on a specific time slot, the
Highlighter will give detailed information and the evidence of how we got this
prediction. The outputs includes the necessary information about the current
patient, the diagnosis, and diagnostic order, the mortality risk, the severity scores
from different score systems, the heat map of crucial clinical measurements and,
the heat map of adequate medical treatment. Moreover, we also give the most
similar patients compared to the current one, and this is very helpful to the
clinician.

4 Experiment

4.1 Dataset

We use real-world datasets from MIMIC-III to evaluate the proposed approach.
And, we treat each ICU stay as a single case. In other words, different ICU stays
of the same patient will be treated as separate cases, and this will help us to
get more samples. The diseases choosing standard is like Nori [13]. According
to the International Classification of Diseases (ICD) codes, we extracted the fol-
lowing diseases for each patient: the primary diseases that caused the patients
admission, and comorbidities the patient had at the time of admission, where the
number of comorbidities is at most ten. After filtering the patients aged below
16, we obtained 30508 patients for this study. The total diagnosed diseases in
these patients id 5395. For the features, we included 1529 clinical measurement
features and 330 medical treatment features. In this study, we picked out the
most common four diseases as our prediction tasks, 4019 (Essential hyperten-
sion), 41401 (Coronary atherosclerosis), 25000 (Diabetes mellitus), 5849 (Acute
renal failure), the sample size of each task is 15561, 9716, 6480, 6270, respectively.

4.2 Prediction Settings

We adopted 30 days mortality as a time window to measure the mortality. That
is, if a patient died within 30 days after his or her ICU stay, the outcome is
“death” and otherwise “survival”’. As a measure of different diseases, if the pre-
diction results match one of the main caused diseases, the outcome is “true”
otherwise “false”. We predict every step. The learning rate we use is 0.001 and
epochs size: 30. In our experiment batch size: 32, ADAM dropout to 0.35 and
learning rate at 0.001. In the single task process, we set the integrated attention
stack time N = 4. In the multi-head layer head =4, and, the in the task of 5849,
2500 is N =4, in the task of 41401, 4019 is N = 2. In the multitask process, we
set N =4.
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Table 1. Disease-specific mortality risk prediction tasks

Task | Positive | Negative | Train | Validation | Test
4019 | 13321 | 2240 11507 | 2334 1719
41401 | 8667 | 1048 7184 | 1457 1074
25000 | 5295 |1185 4792 | 972 716
5849 | 4433 | 1837 4637 | 941 693

4.3 Compared Methods

We compared our proposed method with the following seven methods. Four tra-
ditional methods, Logistic Regression with L2 regularization, Random Forest
and XGBoost, SVM. Three NN-based methods, Temporal Convolutional Net-
works (TCN) [2], MIMIC-III benchmark tasks (BM) [6], Attend and Diagnosis
(SAnD) [20]. To ensure all methods use the same data, we fixed the training and
testing dataset. The validation and test data we use is approximately 30% of the
whole dataset. The detailed information is shown in Table 1.

4.4 Evaluation Metric

As listed in Table 1, all tasks are facing data unbalancing problem. To compre-
hensively assess our DIMM framework, we use four different evaluation metrics in
our experiment. First, we used Area under Receiver Operator Curve (AUROC)
to evaluate our model, which is a combined measure of sensitivity and speci-
ficity. The next primary metrics for evaluation is Area under Precision-Recall
Curve (AUPRC) because the precision-recall plot is more informative than the
Receiver Operating Characteristics (ROC) plot when evaluating binary classi-
fiers on imbalanced datasets [15]. We also considered the Accuracy (ACC).

4.5 Ablation Study

To demonstrate the synergy between different layer modules for DIMM architec-
ture, we trained the different sub-modules of DIMM separately and conducted
ablation comparison. The experiment results are shown in Table2. From the
table, we can find that the full DIMM framework can obtain the best result at
most of the time. From the columns, we can conclude that the window align-
ment, the dense layer and the GRU layer composed the backbone of the DIMM.
In these four prediction tasks, if we remove some attention layer during the train-
ing process, some evaluation metrics may perform better suggesting that not all
kinds of attentions are working for many reasons such as different diseases from
different categories may prove different in measurements and treatments or his-
tory of a patient’s diseases is uncorrelated to the current ones. So the task wise
attention mechanism is essential. Due to limited space we show only AUROC
and ACC here.
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Table 2. Ablation study results of different layers

Task |Metric |No-wA | No-dense | No-interact | No-internal | No-TWA | No-GRU | No-STA | FULL
4019 |AUROC|0.9009 0.9118 0.9285 0.9284 0.9328 0.8094 |0.9329 |0.9329
ACC 0.8965 |0.9086 0.9333 0.9295 0.9299 0.8559 |0.9789 |0.9789
41401 |AUROC |0.9403 1 0.9237 0.9487 0.9450 0.9427 0.8406 |0.9483 |0.9473
ACC 0.9450 |0.9264 0.9463 0.9428 0.9386 0.8727 10.9821 | 0.9821
25000 |AUROC 0.8955 |0.9077 0.9354 0.9446 0.9321 0.8044 |0.8933 |0.9449
ACC 0.8952 |0.8785 0.9271 0.9281 0.8893 0.8088 |0.9502 |0.9502
5849 | AUROC 0.8934 |0.9086 0.9421 0.9403 0.9330 0.8054 |0.9247 |0.9421
ACC 0.8326 |0.8538 0.9017 0.8953 0.9117 0.7686 | 0.9763 |0.9763

No-wA: eliminate the window alignment. No-dense: eliminate the dense layer. No-interact: eliminate
the M2T or T2M attention. No-internal: eliminate the M2M or T2T attention. No-TWA: eliminate
the whole task wise attention layer. No-GRU: eliminate the GRU layer. No-STA: eliminate the
attention layer after GRU layer. FULL: full DIMM framework.

4.6 Results and Discussion

—4—ACC —=—AUROC AUPRC min (Se, P+)

0.99
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Fig. 4. The performance of the mortality prediction sequence.

Table 3 shows the prediction results. We can see that our model significantly
outperformed all the baseline methods. We conducted our experiment for the 30
days mortality risk prediction. To simulate real conditions in ICU, we use all ICU
stays. We include all the ICU patients without considering the length of their
stay. This is unlike the previous work Harutyunyan et al. [6] and Song et al. [20],
who are using measurements from the last 24 h. The performance of different
evaluation indicators are as shown in Fig.4. It is clear that our framework is
very stable among all the evaluation metrics.

We can see that NN-based methods are outperforming much better than the
LR, SVM, and RF. This suggests that the neural network is much powerful than
the traditional methods in our tasks, as we expected. We use the same model
and the same settings on different tasks and the results are notably different,
suggesting that there exists a notable diversity of the diseases, as we mentioned in
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Table 3. Results for mortality risk prediction task

Methods

LR | RF [XGBoost| SVM | TCN [SAnD [ BM-s [BM-m|[DIMM:-s[DIMM-m
Task1: 4019 Essential Hypertension

AUROC|0.7601/0.8110| 0.8601 [0.7702|0.8129(0.8436/0.8906/0.8948| 0.9186 | 0.9369
AUPRC |0.9391/0.9546| 0.9659 [0.9386|0.9518|0.9658|0.9723(0.9727| 0.9774 | 0.9807
ACC  |0.8402|0.8546| 0.8637 |0.8406|0.8435|0.8833/0.8888|0.8996( 0.9219 | 0.9789
Task2: 41401 Coronary Atherosclerosis
AUROC|0.8144/0.8313| 0.8775 (0.7990|0.8356(0.7950/0.9066/0.9088| 0.9267 | 0.9473
AUPRC |0.9513|0.9619| 0.9676 |0.9469|0.9584/0.9635|0.9749(0.9775| 0.9806 | 0.9854
ACC  |0.8548/0.8691| 0.8818 |0.8496|0.8678(0.9000/0.9009/0.9015| 0.9291 | 0.9821
Task3: 25000 Diabetes Mellitus
AUROC|0.7414/0.7798| 0.8475 (0.7907|0.7749|0.8234/0.8581|0.8954| 0.8785 | 0.9499
AUPRC |0.8973/0.9217| 0.9420 [0.9181|0.9094|0.9465|0.9466/0.9616| 0.9540 | 0.9748
ACC  |0.7796/0.8002| 0.8319 [0.7820|0.7963|0.8335|0.8535(0.8863| 0.8657 | 0.9502
Task4: 5849 Acute Renal Failure
AUROC|0.8000/0.7900| 0.8368 |0.7673|0.7201|0.7844/0.8535/0.8639| 0.8933 | 0.9421
AUPRC |0.8671|0.8699| 0.8989 |0.8356|0.8009(0.8811/0.9070/0.9079| 0.9235 | 0.9741
ACC  |0.7714|0.7563| 0.7865 |0.7191|0.7091|0.7992|0.8132|0.8258| 0.8644 | 0.9763

Non-NN based NN based Ours SAnD: attend and diagnosis, BM: benchmark,
-s:single-task, -m: multi-task

Metrics

the introduction. The fact that all multi-task models can get better performance
than the single task models indicates that joint inferencing with multiple related
tasks can lead to superior performance in each of the individual tasks, while
drastically improving the training. Hence, it is essential to building the mortality
prediction model in a multi-task way.

That our single task DIMM outperformed the multi-BM indicates that, dis-
eases specific assessment is helpful in improving the prediction performance.
Thus, we can generalize our model to predict ICU mortality risk according to dif-
ferent diseases. More importantly, detailed disease specific predictions are more
significant than the disease nonspecific ones, because respiratory physicians are
not dealing with the otolaryngology patients and the domain knowledge between
respiratory and otolaryngology is different.

In the interpolation process, as shown in Fig. 5, first we show how we made
the prediction. The color represents the contribution of current actions; the fur-
ther from 0, the more significant the contribution is. We can infer from that for
the given patient and a specific disease, there are always some critical clinical
measurements and medical treatment. Besides evidence-based interpretation fig-
ures, we also manifest the textual and visual artifacts to provide the qualitative
understanding of the relationship between the clinical measurements, medical
treatments, and risk prediction. As shown in Fig.3: DIMM framework predic-
tion results, this is a showcase that can transfer the information clearly and
effectively to the clinicians. So the clinicians can make explicit and judicious
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Fig. 5. The evidence-based interpretation of clinical measurements (a) medical treat-
ment (b); mortality prediction. The color represents contribution of the current mea-
surement. (Color figure online)

use of current best evidence in making decisions about the care of individual
patients.

5 Conclusion

In this study, we presented a new ICU mortality prediction model, DIMM. The
significances of our proposed model can be identified as: (1) We considered the
diversity of diseases. This accords with the medical situations. (2) By introducing
embedding we can utilize multi-sources for prediction and this has two advan-
tages: improving performance and doing interpretation in the later process. (3)
Two attention layers help us capture both the internal correlation between the
measurements and the treatments. (4) By using focal loss function, we alleviated
problem caused by the unbalanced dataset in the training process. (5) Explain-
ability for the deep model is realized by using the Highlighter. All clinical deci-
sions are based on evidence, we provide a visualization view to the clinicians for
our model. This is crucial to the clinical cohort because further medical actions
are based on trust chains of the whole prediction process other than a single
digit. Nevertheless, how to evaluate the interpretation still remains a challenge
in scientific research, and future work can focus on this problem.
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