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ABSTRACT People are admitted to intensive care units (ICUs) because they need complete support for
failing organ systems, constant monitoring, routine nursing care, and treatment. A critical or intensive illness
is different from conventional or chronic diseases that most people are likely to have previously encountered.
Such an illness is often unexpected and without warnings and can suddenly strike the previously fit. High
levels of treatment and support are generally required to prevent life-threatening complications for the
patents. Two of the most noticeable actions during an ICU stay are disease diagnosis and severity assessment
of the patients. Unlike the majority of previous approaches where diagnosis and severity assessment are
studied separately, we treat these actions as two tasks in an integrated procedure that clinicians must be
able to quickly and accurately conduct such that patients are given the best possible chance for therapeutic
success. In this paper, we propose an integrated disease diagnosis and severity assessment model IDDSAM)
to diagnose and assess diseases. Moreover, accompanying the prediction, we also provide an evidence-based
explanation. IDDSAM is a multisource multitask model that is based on an attention mechanism and utilizes
shareable information from laboratory tests, bedside monitoring, and complications to support patients’
severity assessment and in-hospital disease diagnoses. We use 50,430 ICU cases consisting of 46,520 patients
from 50 kinds of diseases over nine classifications to evaluate our proposed model. The experimental results
demonstrated that our model outperforms the existing state-of-the-art mortality and diagnosis prediction
framework by 3.79% on average in terms of accuracy for the mortality prediction tasks and by 14.51% on
average for the diagnosis tasks.

INDEX TERMS Healthcare, data mining, disease diagnosis, mortality prediction, multisource multitask
learning.

I. INTRODUCTION

The intensive care unit (ICU) is a special ward found in some
hospitals, and a person is likely to be admitted to the ICU if
they are in critical condition and require constant observation
and specialized care. Intensive care refers to the specialized
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treatment given to patients who are acutely unwell and require
critical medical care [1]. The ICU is one of the most critically
important operational environments in a hospital. To properly
care for patients admitted to ICUs, clinicians need to quickly
evaluate the severity and obtain the diagnosis in a remarkably
short period.

In recent years, considerable effort has focused on estab-
lishing computer-aided systems or tools to reduce the burden
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of clinicians [1]-[9]. The traditional methods for this clinical
practice are mainly focused on four groups: disease diagnosis,
intensive care phenotype classification, forecasting length
of stay, and mortality prediction [8]. Diagnosis is funda-
mental to the practice of medicine, and mastering diagno-
sis is central to both becoming and practicing as a doctor.
Moreover, the diagnosis process is central to the practice
of medicine and has, to date, received focused medical and
computational science attention, where many have argued its
importance [10], [11]. When used in the clinic or medicine,
phenotype refers to the presentation of a disease, and a clin-
ical phenotype would be the presentation of a disease in
a given individual [12]. Forecasting the length of stay can
benefit ICU resource management and reduce clinical costs.
Mortality prediction for patients in the ICU is crucial for
assessing the severity of illness and adjudicating the value of
novel treatments, interventions, and healthcare policies.

Due to the lack of sufficient clinical data, the majority of
the present works have studied these problems separately.
In other words, they treat each of these clinical practices
as an independent procedure. For example, in the task of
disease diagnosis, clinicians and researchers have mainly
focused on developing models to predict specific diseases.
Jiri Polivkalr et al. proposed predicting brain metastatic
disease among breast cancer patients [13]. Patankar [4]
attempted to detect breast cancer through a data mining
approach. Long et al. diagnosed heart disease [14] by using
the IT2FLS model. Nilashi et al. [15] used the neuro-fuzzy
technique for hepatitis disease diagnosis. However, daily
medical practices involve a complex mixture of scenarios
and need different prediction models to address the hundreds
to thousands of diseases [16]. Developing and deploying
specialized models one by one is not the best approach.

Fortunately, in recent years, with the widespread adoption
of Electronic Health Records (EHRs) in clinical practice,
utilizing bedside data to conduct computer-aided diagnoses
and evaluate the mortality risk of a patient has become possi-
ble. This will significantly benefit the ICU disease diagnosis,
mortality prediction, patient care, and community services.
Moreover, the human body as organic entities and different
systems are closely connected, and no diseases are isolated.
Therefore, it is feasible to develop a unified model to address
these problems together.

Taking the above concerns into consideration, in this paper,
we proposed an integrated disease diagnosis and severity
assessment model (IDDSAM) to conduct ICU disease diag-
noses with severity evaluations. We treated disease diag-
nosis and mortality prediction as an interrelated process in
clinical practice. In an integrated view, severity assessment
and the disease diagnosis are provided to the intensivists at
the same time. We use multisource multitask attention [17]
techniques in our model. Here, the sources come from dif-
ferent clinical measurements and medical treatments, and the
tasks refer to disease diagnosis and mortality prediction. The
detailed description will be provided in the Problem Def-
inition section. Based on our previous work for disease
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diagnosis [1], [18], this work is the first time utilizing a shared
vector space among different tasks containing both disease
diagnosis and mortality prediction to enhance healthcare per-
formance. Meanwhile, we also provide explanations of how
the results are obtained. In this way, further actions can be
taken more faithfully because the clinicians are familiar with
the prediction process.

In this paper, we address diagnosis and mortality prediction
as a combination of a unified procedure. In the view of aggre-
gate health data streams, we incorporate bedside monitoring,
real-time diagnosis, and spatial clinical treatment together
and treat disease diagnosis and illness severity prediction as a
progressive process. In other words, we provide diagnosis and
mortality prediction at every time window, and the clinicians
can customize the result.

« An Integrated Perspective for Disease Formulation.
We formulated the ICU disease diagnosis and mortal-
ity prediction as a unified multisource and multitask
learning problem, where sources correspond to medical
treatment and clinical measurements and the tasks corre-
spond to disease diagnosis and mortality prediction. Our
model is able to handle different kinds of diseases over
all disease categories and provide mortality risk along
with the diagnosis in a straightforward manner.

o Real-time Diagnosis and Mortality Prediction. We
treat the disease diagnosis and the mortality prediction
as a gradual process over the observations along with the
sequential measurement and treatment accompanied by
the complications.

o« An End-to-end Model for Disease Diagnosis and
Mortality Assessment. IDDSAM is an explicitly
designed model that integrates window alignment, input
embedding and attention mechanisms with focal loss
techniques.

o Comprehensive Experimental Analysis of the Pro-
posed Model. We conduct our experiment on a
real-world MMIC-III benchmark dataset on 50 diseases
over nine categories, which covers most commonly diag-
nosed diseases. The results demonstrate that our method
is effective, competitive, and can achieve state-of-the-art
performance.

Il. RELATED WORK

A computer-aided diagnosis system provides an assessment
of a disease using clinical information or in combination with
other relevant diagnostic data and is used by clinicians as
decision support in developing their diagnoses [19]. In the
ICU scenario, automatic disease diagnosis prediction using
the available clinical data can support clinicians in making
quick decisions such that they can take further actions to
save lives. In recent years, many researchers have worked
on different methods [16], [20], [21] to predict different
kinds of diseases, such as brain metastatic disease [13],
heart disease [14] and sepsis [22]. Existing disease predic-
tion methods can be roughly divided into two categories:
clinical-based diagnosis [13], [21], [23] and data-based
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diagnosis [14], [16], [24], [25]. Most existing clinical-based
diagnoses require a profound knowledge of medicine, and
most of them are focused on a certain field, such as specific
diseases caused by specific germs [26]. Until the past few
years, most of the techniques for computer-aided disease
diagnosis were based on traditional machine learning and
statistical techniques such as logistic regression [3], support
vector machines (SVMs) [27], random forests (RFs) [28] and
decision tree (DT) [2], [29], [30]. Recently, deep learning
techniques have achieved great success in many domains
through deep hierarchical feature construction and capturing
long-range dependencies in an effective manner [31]. Given
the rise in the popularity of deep learning approaches and the
increasingly vast amount of clinical electronic data, there has
also been an increase in the number of publications applying
deep learning to disease diagnosis tasks [15], [16], [32], [33],
which yield better performance than traditional methods
and require less time-consuming preprocessing and feature
engineering.

Mortality risk prediction has a long history in the medical
domain, where life tables and statistical inference have been
used to predict life expectancy for patients [34]. Most of the
existing mortality prediction methods are based on scoring
systems, as we mentioned in the introduction. A recent
study [35] determined that up to the end of 2012, only
approximately 10%-15% of US ICU patients used these types
of scoring systems. More recently, RNNs have provided new
effective paradigms for us to enable end-to-end learning from
massive data. Harutyunyan et al. [8] and Song et al. [36]
used LSTM and an attention model, respectively, to pre-
dict in-hospital mortality and provide state-of-the-art
performance.

However, all of these studies treat disease diagnosis and
mortality prediction as a self-governed task, and all of these
methods are designed for a specific disease based on either
the intensive use of domain-specific knowledge or the advan-
tage of advanced statistical methods. Specifically, studies
have been conducted on Alzheimer’s disease [25], heart
disease [14], chronic kidney disease [37], diabetes mellitus
[38], and abdominal aortic aneurysm [39]. Moreover, these
models have been developed to anticipate needs and focused
on specialized predictive models that predict a limited set of
diseases. However, the day-to-day clinical practice involves
an unscheduled and heterogeneous mix of scenarios and
needs hundreds to thousands of different prediction models.
It is impractical to develop and deploy specialized models
one by one [16]. Therefore, it is important to develop a
unified model that can be applied for the majority of dis-
eases and that can provide the mortality risk with the dis-
ease diagnosis. This is an elegant application of multitask
learning, and each disease can be treated as a single learning
task. Moreover, the diagnosis and the mortality prediction
can also be treated as different learning tasks. Note that
many approaches to multitask learning (ML) in the litera-
ture address a similar setting: they assume that all tasks are
associated with a single output, e.g., the multiclass MNIST
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dataset is typically cast as 10 binary classification tasks. More
recent approaches address a more realistic, heterogeneous
setting in which each task corresponds to a unique set of
outputs [40]. We cannot simply apply their approaches to our
situation because multiple clinical observations and multiple
medical treatments cannot be integrated into the existing
frameworks.

By considering the aforementioned problemes, in this paper,
we propose IDDSAM to simultaneously diagnose the disease
and predict the mortality. IDDSAM is a multisource multi-
task model. A significant advantage of multisource multitask
learning [41] is that multiple sources can effectively increase
the sample size that we are using to train the model (because
the samples of some kinds of disease are very small and
not enough for learning; see Table 1). In IDDSAM, we first
identified meaningful patient cohorts by the International
Classification of Diseases (ICD) code and then used these
cohorts as learning tasks. All tasks share a common relevant
feature subset (e.g., temperature, gender, weight, and respira-
tory rate) with a different weight parameter on each task and
use a unique feature subset (e.g., inosinic acid, hematocrit,
PH, and oxygen concentration) for different tasks. To handle
time between different sources, a window-alignment opera-
tion is conducted before learning. In addition, we use two
attention layers to capture the correlations. Finally, we use
a gated recurrent unit (GRU) to fuse the above-selected fea-
tures from each modality to estimate multiple regression and
classification variables.

Ill. PROPOSED FRAMEWORK

A. PROBLEM STATEMENT

For a given ICU stay length of T hours and a collection of
diagnostic results R;(t € T) with a collection of mortality
labels M;(t € T), we defined the clinical observation as
follows:

<RtaMl‘ >, lth¢®anth¢®
R;, 0 if R dM
o) = <R, 0>, 1 ¢ Dand M; € () M
<O,Mt >, 1fR,€@andM,¢@
< 0,0 >, otherwise

where O(t) is the vector of bedside observations at time 7.
O(t) = PLOQ:, where P/, represents the i-th clinical mea-
surement at time a, QZ represents the j-th medical treatment
at time b, © is a window alignment operation between P
and QZ R; represents the diagnostic result at time ¢, and M;
is the mortality risk at time #. Our objective is to generate
a sequence-level disease prediction at each sequence step.
The type of prediction depends on the specific task and can
be denoted as a discrete scalar vector R! for the multitask
classification. As all tasks are at least somewhat noisy, when
training a model 7ask;, we expect to learn a good representa-
tion for Task; that ideally ignores the data-dependent noise
and generalizes well. By sharing representations between
related tasks, we can enable our model to generalize better
on our primary task.
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FIGURE 1. The framework of multimodal multitask temporal learning.

B. MULTIMODAL MULTITASK TEMPORAL LEARNING
FRAMEWORK FOR TEMPORAL DATA

Inspired by Daogiang Zhang and Dinggang Shen’s work [25],
we treat disease diagnosis and mortality prediction as a
unified sequential multimodal multitask (SM3T) learning
problem. Multimodal refers to the clinical measurements
and medical treatments. The tasks represent the diagnosis
and mortality prediction. The framework can simultaneously
learn multiple tasks from multimodal temporal data. Fig. 1
illustrates the proposed SM3T method and a comparison with
the existing learning methods.

Fig. 1(a) is single-modality single-task temporal learn-
ing. Each subject has only one modality of data represented
as x; at each time step, and each subject corresponds to
only one task denoted as Y;. This is the most commonly
used learning method. Fig. 1(b) is single-modality multitask
temporal learning. The input is similar to single-task tem-
poral learning, but each object corresponds to multiple tasks
denoted as Yl.l, Yiz, e, Yi”, n > 1. Fig. 1(c) is multimodal-
ity single-task temporal learning. Each subject has multiple
modalities of data represented as xil , xl.z, xf, R x;’, n>1
at each time step, and each subject corresponds to only one
task denoted as Y;. Fig. 1(d) is multimodality multitask tem-
poral learning. Each subject has multiple modalities of data
represented as xl.l, xl.z, xi3, .. ,xf, n > 1 at each time step,
and each subject corresponds to multiple tasks denoted as
YLY2 YR Y e > L

Similar to Zhang and Shen [25], we can formally define the
SM3T learning as follows. Given N training subjects over T
time span and each with M modalities of data, represented as:

xf = {xl(1), x(2), ...x[(m), ..., x[ (M)},
i=1.2.....N (@

our SM3T method jointly learns a series of models corre-
sponding to Y different tasks denoted as:

VAERNAC I AC) NS () RS0 1 B
ji=12,...,N (3
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Note that SM3T is a general learning framework, and
we implement it through an attention framework as shown
in Fig. 2. We will provide detailed descriptions for each action
in the SM3T framework.

C. WINDOW ALIGNMENT

The framework contains multiple data sources, including
medical treatments and clinical measurements. Medical treat-
ments influence clinical measurements; however, medical
treatments generally take some time to take effect. There-
fore, it is inevitable that the prediction performance will be
slowed by using the clinical measurements and the medi-
cal treatments at the same action time. Consequently, how
to align the time window for when medical treatment was
administered and the window when the clinical measure-
ments were taken becomes vital. For example, a patient P,
developed a fever at time fy, and the body temperature at
to was bty. To treat hypothermia, the doctor administered
P, some aspirin marked as mt; at 71, and at t;, the body
temperature is bt; here, bty = bty because no action was
taken before #;. Later, at 1, the temperature decreased from
bt1 to bty. Under normal circumstances, we made an observa-
tion at #; and obtained two actions: clinical measurement bt;
and medical treatment mt;. Then, we sent these features into
a predictive model at the same time window #;. Clearly, this
contradicts the common sense because mt; leads to bt, rather
than bry.

To solve this problem, in this work, we add a win-
dow alignment operation. Assume that Af,°t,~ represents the
k-th clinical measurement for patient p at time step #; and that
Bf;otj represents the k-th medical treatment for patient p at
time step #;; then, we can obtain a feature vector of the n-th
disease, ®". For ®", in this work, we simply join A, and B,:

" = {AK°4;; BN 1;) 4)

At time ¢, ®" can be denoted as ®} = ¢;. Then, we can
define the window alignment operation as follows:

¢ = wiApti +waByt; + b @)

where ¢, is the input feature vector for patient p at time
window ?. wi, wp, and b are learnable parameters. The time
steps t; for clinical measurements and #; for medical treat-
ments are aligned by mapping A,?; and B,t; to a unique time
step ¢;.

This produces an acceptable result for our purposes. More-
over, in the same time window ¢,, according to the results
of the experiments, compared with f;, #; generally has a time
delay, which is consistent with prevailing medical sense.

D. DENSE LAYER

To balance the computational cost with prediction perfor-
mance, the dimensionality of the data must be reduced before
it is transferred to the next step in the process. Typically,
the embeddings are simply concatenated at every step in the
sequence. However, clinical features almost always suffer
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FIGURE 2. IDDSAM: an attention-based multisource and multitask prediction framework.

from the ‘“curse of dimensionality”’, which means that the
representations are not suitable for learning or inference.
Inspired by Trask et al’s [42] work in natural language
processing (NLP) and Song et al.’s [36] work in clinical
data processing, we added a dense layer to unify and flatten
the input features while retaining the information useful for
interpretability. To prevent overfitting, we set the dropout to
0.30 in this paper.

E. THE GATED RECURRENT UNIT LAYER

The GRU layer takes the sequence of action {x,}tT> | from the
previous dense layer and then associates the p—th patient with
a disease class label vector Y, and a mortality label vector Z
along with the time span denotes the class label for the p — th

patient with the n—th disease at time T . Y;’(t) is set as follows:

YOty = diseaselD,  if diagr‘losis recorded at time ¢ ©
g 0, otherwise.

7)) = 1, if patie'nt alive at time ¢ -
v 0, otherwise.

We created two T-dimensional response vectors for the
p — th patient:

®
©))
For the diagnosis of ICU patients, we adopted GRU

and represent the posterior probability of the outcome that
patient p has y — th disease as follows:

PrIPI(0) = 11g[(] = o (@ ¢}(1))

where ¢(a) is the sigmoid function o(a) = (1 + exp(—a))_1
and o? is an o + B-dimensional model parameter vector
for the p — th patient. Similar to diagnosis, the mortality
prediction task’s posterior probability is:

T
’ yp,p;)

T
’ Zp,p,)

Y? = (1, vp2, -
ZQ’) = (Zp,la Zp,27 e

(10)

Y

To learn the mutual information of data resulting from the
customization, we model for all diseases jointly such that we

PrIPX(t) = 11#}(0)) = Sofmax(@®” (1)
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can share the same vector space across the disease, which
is very useful for diseases with fewer samples. We represent
the trainable parameters of the GRU as (Sa + Sh) x T W =
[w!, w? , o',

)

F. MULTIHEAD ATTENTION AND FEED FORWARD

This attention layer is designed to capture the dependen-
cies in the entire sequence. In ICUs, actions closer to the
current position are more critical than those farther away.
Additionally, only information in positions before the current
position needs to be analyzed. Inspired by Vaswani ez al. [17],
we chose to use H-head attention to create multiple attention
graphs. The resulting weighted representations are concate-
nated and linearly projected to obtain the final represen-
tation. Moreover, we also added several 1D convolutional
sublayers with a kernel size of 2. Two of these 1D convo-
lutional sublayers are used internally with rectified linear
unit (ReLU) activation in between. Residual connections are
used in these sublayers. In contrast to Song et al. [36] and
Harutyunyan et al. [8], who only make mortality predictions
once after a specific timestamp, DIMM makes a prediction
with an interpretation at each timestamp. This is more helpful
for ICU clinicians because they also need to know a patient’s
risk of mortality at all times. The attention modules are
stacked N times, and the final representations are used in the
mortality risk prediction model.

G. LINEAR, SIGMOID AND SOFTMAX LAYERS

The linear layer is designed to obtain the logits from the
unified output of the attention layer. The activation function
used in this layer is ReLU. The last layer is preparing for the
output based on different tasks. We use softmax to classify the
different diseases, and sigmoid to m mortality prediction. The
loss function is cross-entropy (CE) with L, regularization:

K Ni
DN alyflog3h) + (1 — yhlog(1 — 55

k=1 i=1

£ce

1
N
+ AWz,

where yﬁ-‘ and )7{? are the ground truth and prediction for the
k-th class, respectively. Note that there are only two classes in

(12)
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FIGURE 3. Showcase of result explanations.

mortality prediction and 50 classes in disease diagnosis; thus,
the class distribution is generally imbalanced. In other words,
positive observations (i.e., death records) are much fewer than
negative ones. ||W||, norm is the overall network weight, and
A helps tune the regularization strength.

Similar to Lin et al.’s work [43] and our previous work [1],
focal loss is also introduced. The final state of the loss func-
tion can be defined as:

L=(—e5<) L, y>0 (13)

where y is a focusing parameter that smoothly adjusts the rate
at which easy examples are down-weighted. When y = 0,
FL is equivalent to CE, and as y is increased, the effect of the
modulating factor is likewise increased.

H. EXPLANATION OF RESULTS
Explanations accompany the prediction results. We observed
that a large number of patients in ICUs are diagnosed with
2-15 diseases (see Fig. 4), and we add related complications
to the explanation process. In addition, we also add some
supplementary information to the whole sequence, such as
output events and clinical notes. All this information has
interacted with the learning process. As shown in Fig. 3,
different colors represent different clinical measurements or
different medical treatments, the number on the small cube
represents the contribution to the prediction, and the thickness
of the large cube represents the mortality rate. With the
abundance of clinical measurements and clinical treatments,
we find that the diagnosis is more accurate and more specific.
For example, the initial diagnosis at #; is unspecified heart
disease, which is a very general diagnosis, but the diagnosis
at t5, “‘coronary atherosclerosis of native coronary artery”,
is more specific, and the final diagnosis “atherosclerosis of
native arteries of the extremities with ulceration” at 13 is
more accurate and contains more useful information. By pro-
viding this information to clinicians, they will be more likely
to trust the prediction results.

Moreover, we observed that a large number of patients in
ICUs are diagnosed with 2-15 diseases (see Fig. 4).

IV. EXPERIMENTAL
A. DATA DESCRIPTION

We use MIMIC III! to evaluate our proposed approach.
MIMIC-III is a large open-access dataset of deidentified

IData available at https://mimic.physionet.org/
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FIGURE 4. Complication distribution of patients in Medical Information
Mart for Intensive Care (MIMIC-III).

patient records, and it has been widely used by 845 publica-
tions as of the end of August 2019. The data in MIMIC-III are
associated with 46,520 distinct adult patients admitted to the
ICU between 2001 and 2012, a total of 12 years [44]. By using
MIMIC-III, researchers are able to reproduce and improve
their studies through the open-source communities. In this
study, each ICU stay was treated as an independent admission
to acquire more samples. Table 1 presents a detailed descrip-
tion of the prediction tasks in our experiment. In our research,
we use 50,430 ICU cases of 9 categories over 50 types of
diseases as our data source. We grouped these samples by
International Classification of Diseases (ICD) code, ICD-9
(version 2014). As shown in Fig. 4, most of the patients have
multiple complications. In this study, all complications were
collected based on the clinical monitoring process. We do not
filter any patients, which is unlike the existing works. For
clinical measurements, we obtained 129 features. We select
all the features used in existing ICU scoring systems, and then
we add some frequently occurring features. For medical treat-
ments, we obtained 50 features. We select the top 50 features
that occurred in both CareVue and MetaVision.

B. EXPERIMENTAL SETTINGS

Similar to our previous work [1], our experiment included
over 40,000 patients. We first grouped all the ICU stay cases
based on their diagnosed disease, and then we selected those
groups that contained more than 1000 samples and obtained
50 different types of diseases. Based on the ICD9 manual,
these samples are involved in nine categories. We treat the
disease diagnosis as a multiple classification problem. We set
the outcome as “‘true” if the prediction result is consistent
with the labels during the diagnosis time window; otherwise,
it is set as ‘““false.” During the training procedure, results are
only given if there are observations during this time window.
Conversely, during the test procedure, we can provide a diag-
nosis at every time step or according to the customization
of clinicians. The learning rate in this experiment is 0.001,
and y = 2. The epoch size that we set in this experiment
is 30. The batch size in this experiment is 32, also with
the ADAM optimizer. The dropout is set to 0.35. According
to our experiment, the best performance achieved for the
attention stack is 4. We fixed the training set, validation set,
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TABLE 1. Detailed description of IDDSAM tasks for disease diagnosis and mortality prediction.

Category ICD 9 | Title SampleSize age Mrate
Infectious, 008.45 | Clostridium difficile 2,672 69.07+24.31 | 64.09%
Parasitic 038.9 U septicemia 5,787 69.11+£32.13 | 65.23%
197.0 | Lung Bronchus 866 62.23£13.31 | 85.49%

Neoplasms 197.7 Liver, specified as secondary 926 64.634+17.47 | 86.36%
198.5 | Bone and bone marrow 984 63.59£12.77 | 86.85%

Endocrine, 250.0 Diabetes mellitus no mention of complication 10,585 71.40+28.41 | 44.09%
Nutritional, 250.4 Diabetes with renal manifestations 1,574 69.26+20.04 | 63.75%
Metabolic 250.6 Diabetes with neurological manifestations 1,793 70.02+£26.25 | 51.32%
Immunity 263.9 | Other and U protein—calorie malnutrition 2,258 65.95£26.35 | 56.95%
280.0 Iron deficiency anemia 2 to blood loss C 1,346 68.344+25.88 | 56.24%

Blood 280.9 Iron deficiency anemia, unspecified 1,992 67.38+39.21 | 37.53%
Bloo di forming 285.1 Acute.pqsthemor.rhagic anerpia 6,998 69.10+36.81 | 39.55%
organs 285.21 | Anemia in chronic kidney disease 2,616 66.701+28.35 | 55.25%
285.29 | Anemia of other chronic illness 2,225 67.45+32.21 | 54.17%

285.9 | Anemia unspecified 8,253 67.90+£34.13 | 39.77%

397.0 Diseases of tricuspid valve 1,286 77.26+40.76 | 55.19%

401.9 | Hypertension, unspecified 23,153 71.274£32.66 | 36.19%

403.90 | Hypertensive C kidney, U, stage I to IV 4,712 81.32+45.61 | 45.78%

403.91 | Hypertensive C kidney, U, stage V 3,756 65.27£19.49 | 67.80%
410.71 | Subendocardial infarction 4,474 74.17+£30.51 | 50.26%
411.1 Intermediate coronary syndrome 2,200 69.42+£22.56 | 24.72%
Circulatory 412 Old myocardial infarction 4,479 74.93+36.99 | 41.76%
413.9 Other and unspecified angina pectoris 1,468 70.64+27.84 | 23.11%
414.0 Coronary atherosclerosis 2,415 78.53+37.30 | 52.97%
414.01 | Of native coronary artery 14,585 73.24+32.09 | 34.91%
414.8 Ischemic heart disease, chronic, other 1,526 74.54+28.52 | 57.68%
431 Intracerebral hemorrhage 1,561 69.71+28.83 | 57.35%
433.10 | Occlusion and stenosis of carotid artery 1,109 75.77£30.39 | 37.48%
43491 | Cerebral artery occlusion, U 907 69.41+28.22 | 53.09%
482.41 | Methicillin susceptible pneumonia 1,297 64.56£22.81 | 64.61%

486 Pneumonia, organism unspecified 7,779 68.514+32.89 | 58.3%
Respiratory 491.21 | Obstructive C bronchitis with exacerbation 1,851 72.914£24.79 | 66.03%
493.20 | Chronic obstructive asthma, unspecified 1,215 69.224+26.13 | 45.30%
493.90 | Asthma,unspecified type, unspecified 2,781 59.18+30.16 | 26.57%
Digestive 571.2 A.lcohol.ic cithosis .of liver . 1,529 55.93+£12.54 | 61.02%
571.5 Cirrhosis of liver without mention of alcohol 1,820 60.29+16.73 | 59.80%
584.5 | Acute kidney failure with lesion 3,567 65.98+24.11 | 61.29%
584.9 Acute kidney failure, unspecified 3,564 71.45+36.21 | 55.58%
Genitourinary | 585.6 | End stage renal disease 2,720 62.39+20.38 | 60.15%
585.9 Chronic kidney disease, unspecified 4,942 79.01£41.90 | 50.21%
600.00 | Hypertrophy of prostate II 1,850 79.81+35.58 | 37.93%

765.18 | Other preterm infants, 2,000-2,499 grams 621 0.03+0.03 0.22%

765.19 | Other preterm infants, 2,500 grams and over 557 0.02+0.02 0.04%

Conditions 765.27 | 33-34 completed weeks of gestation 545 0.04+0.03 0.11%
originating 765.28 | 35-36 completed weeks of gestation 642 0.02+0.02 0.23%
in the 769 Respiratory distress syndrome in newborn 511 0.10+£0.09 3.06%
perinatal 770.6 | Transitory tachypnea of newborn 535 0.02+0.03 0.13%
period 770.81 | Primary apnea of newborn 331 0.10+0.08 0.19%
774.2 | Neonatal jaundice with preterm delivery 1,021 0.08+0.08 1.11%

774.6 | Unspecified fetal and neonatal jaundice 514 0.02+0.04 0.47%

*Mrate stands for mortality rate; U stands for unspecified; C stands for chronic.
*ICD9: stands for ICD-9-CM Diagnosis Codes (version 2014).
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and test set to obtain relatively fair results for all the baselines,
and the detailed information is listed in Table 2. Because
the samples in the category of “Conditions originating in the
perinatal period” are limited and the mortality rate is lower
than other categories, we cannot obtain sufficient data for
training; thus, we do not list the mortality prediction results
here, and future work can focus on this point.

C. COMPARED METHODS

In this experiment, we use six methods as our baselines:
logistic regression (LR) with L2 regularization, support vec-
tor machine (SVM), decision tree (DT), random forest (RF),
GRU, and the state-of-the-art LSTM-based method [6] for
both the diagnosis task and mortality prediction task. Because
the results are similar, we only listed the best of the top two
in our paper for each of the tasks. For the disease diagnosis
task, the top two compared methods are RF and the state-of-
the-art multitask channel-wise LSTM (MWLSTM). For the
task of mortality prediction, the best two methods are SVM
and MWLSTM. We also compared the mortality prediction
tasks with the existing ICU score systems, and the result can
be found in the supplementary.

D. EVALUATION METRICS

To provide a comparison among the aforementioned tech-
niques, three evaluation techniques were used in the task of
disease diagnosis, F1-measure, accuracy, and recall, and three
evaluation methods are used in the task of mortality predic-
tion, area under the receiver operating characteristic curve
(AUROC) [45], area under precision-recall curve (AUPRC)
[46], and accuracy. These evaluation techniques are defined
as follows:

TN +TF
Accuracy = (14)
FP+ TP+ FN + TN
2 x Recall x Precision
F1-Measure = — (15)
Precision + Recall
TP
Recall = —— (16)
FN 4+ TP

where TP and FP are the numbers of true positives and false
negatives, respectively.

E. EXPERIMENTAL RESULTS AND DISCUSSION

Table 3 and Tab. 4 present the results of the disease diagnosis
task and mortality prediction task, respectively. As shown,
our model significantly outperformed the baseline methods
in most of the tasks. Due to the cohort selection, we did
not exclude any patients; thus, the prediction accuracy varies
from 55.23% to 93.81%.

In the majority of the tasks, our model achieved the best
performance: 129/150 in disease diagnosis, and 81/123 in
mortality prediction. We find that the number of samples
greatly influences the performance of disease diagnosis;
more samples result in better performance. As mentioned
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TABLE 2. Experimental settings for training, validation and test.

Task Train Validation Test
008.45 1870 534 268
038.9 4,050 1,157 580
197.0 606 173 87
197.7 648 185 93
198.5 688 196 100
250.00 7,409 2,117 1,059
250.40 1,101 314 159
250.60 1,255 358 180
263.9 1,580 451 227
280.0 942 269 135
280.9 1,394 398 200
285.1 4,898 1,399 701
285.21 1,831 523 262
285.29 1,557 445 223
285.9 5,777 1,650 826
397.0 900 257 129
401.9 16,207 46,30 2,316
403.90 3,298 942 472
403.91 2,629 751 376
410.71 3,131 894 449
411.1 1,540 440 220
412 3,135 895 449
413.9 1,027 293 148
414.00 1,690 483 242
414.01 10,209 2,917 1,459
414.8 1,068 305 153
431 1,092 312 157
433.10 776 221 112
43491 634 181 92
482.41 907 259 131
486 5,445 1,555 779
491.21 1,295 370 186
493.20 850 243 122
493.90 1,946 556 279
571.2 1,070 305 154
571.5 1,274 364 182
584.5 2,496 713 358
584.9 2,494 712 358
585.6 1,904 544 272
585.9 3,459 988 495
600.00 1,295 370 185
765.18 434 124 63
765.19 389 111 57
765.27 381 109 55
765.28 449 128 65
769 357 102 52
770.6 374 107 54
770.81 231 66 34
774.2 714 204 103
774.6 359 102 53
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TABLE 3. Performance evaluation on each diagnosis task.

Cat Tasks Random Forest MWLSTM IDDSAM (Ours)

’ F1 ACC | Recall F1 ACC | Recall F1 ACC | Recall
001-139 008.45 | 0.5671 | 0.5861 | 0.2164 | 0.5412 | 0.5248 | 0.4925 | 0.8123 | 0.6840 | 1.0000
038.9 0.5671 | 0.5861 | 0.2164 | 0.5412 | 0.5248 | 0.5397 | 0.7587 | 0.6840 | 1.0000

197.0 0.4641 | 0.4714 | 0.1034 | 0.5656 | 0.6714 | 0.0230 | 0.7919 | 0.6714 | 0.9067

140-239 | 197.7 0.4878 | 0.4964 | 0.1828 | 0.5238 | 0.5107 | 0.5806 | 0.7570 | 0.6357 | 0.8663
198.5 0.4831 | 0.4750 | 0.3600 | 0.4972 | 0.4893 | 0.3800 | 0.6012 | 0.5214 | 0.5667

250.00 | 0.6205 | 0.6589 | 0.8754 | 0.6164 | 0.6552 | 0.8725 | 0.7612 | 0.6533 | 0.0531

240-279 250.40 | 0.8307 | 0.8454 | 0.0377 | 0.8746 | 0.8904 | 0.2013 | 0.9485 | 0.9021 | 1.0000
250.60 | 0.8190 | 0.8461 | 0.0278 | 0.8361 | 0.8110 | 0.2389 | 0.9413 | 0.8892 | 1.0000

263.9 0.7956 | 0.8282 | 0.0841 | 0.8038 | 0.8110 | 0.2389 | 0.9252 | 0.8608 | 1.0000

280.0 0.9008 | 0.9143 | 0.0074 | 0.6364 | 0.5136 | 0.2963 | 0.9704 | 0.9425 | 1.0000

280.9 0.8504 | 0.8666 | 0.0100 | 0.8697 | 0.9020 | 0.0150 | 0.9557 | 0.9152 | 1.0000

280289 285.1 0.5592 | 0.5533 | 0.3039 | 0.5371 | 0.5200 | 0.3852 | 0.8204 | 0.6995 | 0.9897
285.21 | 0.8252 | 0.8303 | 0.1756 | 0.8396 | 0.8815 | 0.0382 | 0.9409 | 0.8883 | 1.0000

285.29 | 0.8311 | 0.8457 | 0.0135 | 0.8391 | 0.8551 | 0.0405 | 0.9503 | 0.9054 | 1.0000

285.9 0.5530 | 0.5448 | 0.4673 | 0.5348 | 0.6441 | 0.0472 | 0.5852 | 0.4996 | 0.5447

397.0 0.8344 | 0.8404 | 0.1473 | 0.8476 | 0.8851 | 0.0310 | 0.9453 | 0.8962 | 0.9991

401.9 0.4554 | 0.4677 | 0.6239 | 0.5301 | 0.5244 | 0.5484 | 0.8012 | 0.6137 | 0.2380

403.90 | 0.6414 | 0.6369 | 0.3708 | 0.6549 | 0.6346 | 0.6970 | 0.8065 | 0.6838 | 0.9027

403.91 | 0.7374 | 0.7400 | 0.3697 | 0.7108 | 0.7869 | 0.0532 | 0.8777 | 0.7824 | 0.9956

410.71 | 0.6152 | 0.6208 | 0.2205 | 0.5925 | 0.5653 | 0.6325 | 0.8293 | 0.7159 | 0.9314

411.1 0.7519 | 0.7398 | 0.4000 | 0.7501 | 0.8132 | 0.0364 | 0.8559 | 0.7534 | 0.8887

390-459 412 0.6176 | 0.6151 | 0.2717 | 0.6423 | 0.7463 | 0.0156 | 0.8122 | 0.6924 | 0.8951
413.9 0.8091 | 0.8140 | 0.1554 | 0.7001 | 0.6377 | 0.4527 | 0.9345 | 0.8771 | 0.9937

414.00 | 0.6722 | 0.6576 | 0.2479 | 0.7451 | 0.7981 | 0.0992 | 0.7307 | 0.6081 | 0.6588

414.01 | 0.4554 | 0.4677 | 0.2195 | 0.5301 | 0.5244 | 0.4863 | 0.7606 | 0.6137 | 1.0000

414.8 0.7880 | 0.7933 | 0.0980 | 0.7586 | 0.7271 | 0.2941 | 0.9327 | 0.8739 | 0.9955

431 0.8698 | 0.8691 | 0.4904 | 0.8497 | 0.8436 | 0.4777 | 0.9317 | 0.8723 | 0.9954

433.10 | 0.8502 | 0.8619 | 0.0714 | 0.7955 | 0.7614 | 0.1786 | 0.9532 | 0.9106 | 1.0000

43491 | 0.8818 | 0.8962 | 0.0652 | 0.8911 | 0.9234 | 0.0109 | 0.9623 | 0.9274 | 1.0000

482.41 | 0.8619 | 0.8858 | 0.0382 | 0.8116 | 0.7762 | 0.3282 | 0.9542 | 0.5091 | 1.0000

486 0.4746 | 0.5050 | 0.7356 | 0.5292 | 0.5297 | 0.4917 | 0.8546 | 0.5210 | 0.0292

460-519 | 491.21 | 0.7916 | 0.8130 | 0.0430 | 0.8122 | 0.8357 | 0.0968 | 0.9338 | 0.8758 | 1.0000
493.20 | 0.8631 | 0.8844 | 0.0082 | 0.8593 | 0.8591 | 0.1393 | 0.9575 | 0.9185 | 1.0000

493.90 | 0.7452 | 0.7669 | 0.1900 | 0.7241 | 0.7208 | 0.2832 | 0.8972 | 0.8136 | 1.0000

520-579 571.2 0.4682 | 0.4673 | 0.4610 | 0.5067 | 0.5446 | 0.2468 | 0.6866 | 0.5625 | 0.8846
571.5 0.4682 | 0.4673 | 0.4725 | 0.5067 | 0.5446 | 0.7967 | 0.4111 | 0.5625 | 0.3377

584.5 0.7258 | 0.6949 | 0.2507 | 0.8028 | 0.8356 | 0.0958 | 0.9257 | 0.8618 | 1.0000

584.9 0.4568 | 0.5017 | 0.2101 | 0.5052 | 0.5344 | 0.2883 | 0.6421 | 0.4945 | 0.0545

580-629 | 585.6 0.8632 | 0.8605 | 0.3860 | 0.7604 | 0.7093 | 0.5000 | 0.9441 | 0.8941 | 1.0000
585.9 0.6155 | 0.5744 | 0.3596 | 0.6258 | 0.5876 | 0.3495 | 0.8933 | 0.8072 | 1.0000

600.00 | 0.8750 | 0.8784 | 0.0973 | 0.8844 | 0.8958 | 0.0865 | 0.9637 | 0.9299 | 1.0000

765.18 | 0.7842 | 0.7880 | 0.0635 | 0.8171 | 0.8405 | 0.0794 | 0.9361 | 0.8799 | 0.9979

765.19 | 0.7947 | 0.7955 | 0.0179 | 0.8406 | 0.8480 | 0.1786 | 0.9446 | 0.8949 | 1.0000

765.27 | 0.7994 | 0.7955 | 0.0545 | 0.8480 | 0.8968 | 0.0000 | 0.9446 | 0.8949 | 0.9979

765.28 | 0.7636 | 0.7636 | 0.0308 | 0.6846 | 0.6210 | 0.4000 | 0.9340 | 0.8762 | 0.9979

760-779 | 769 0.8311 | 0.8311 | 0.1346 | 0.8493 | 0.8405 | 0.3269 | 0.9487 | 0.9024 | 1.0000
770.6 0.8588 | 0.8612 | 0.2778 | 0.8551 | 0.8893 | 0.0556 | 0.9476 | 0.9006 | 1.0000

770.81 | 0.8754 | 0.8780 | 0.0000 | 0.9054 | 0.9362 | 0.0000 | 0.9680 | 0.9381 | 1.0000

774.2 0.6398 | 0.6304 | 0.1078 | 0.7203 | 0.8030 | 0.0000 | 0.6174 | 0.4953 | 0.5035

774.6 0.9012 | 0.9043 | 0.4423 | 0.7480 | 0.6848 | 0.6731 | 0.9497 | 0.9043 | 1.0000

*Cat. stands for category.
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TABLE 4. Performance evaluation on each mortality prediction task.

Cat Tasks SVM MWLSTM IDDSAM (Ours)
' AUROC | AUPRC ACC | AUROC | AUPRC ACC | AUROC | AUPRC ACC
001-139 008.45 0.5214 | 0.8187 | 0.8090 0.7560 | 0.9292 | 0.8561 0.7870 | 0.9383 | 0.8833
038.9 0.5398 | 0.6956 | 0.6904 0.7259 | 0.8719 | 0.5741 0.8277 | 0.9415 | 0.8948
197.0 0.5489 | 0.5242 | 0.5581 0.7298 | 0.8701 | 0.7816 0.7837 | 0.8877 | 0.8046
140-239 197.7 0.5511 0.6016 | 0.5407 0.6147 | 0.7992 | 0.6559 0.6147 | 0.7992 | 0.6559
198.5 0.5591 0.6464 | 0.6102 0.6918 | 0.8531 | 0.7300 0.6918 | 0.8531 | 0.7300
250.00 0.6524 | 0.8923 | 0.8374 0.7074 | 0.9503 | 0.8225 0.6798 | 0.9508 | 0.8971
240-279 250.40 0.5912 | 0.8175 | 0.7750 0.6101 0.9328 | 0.8365 0.6390 | 0.9360 | 0.8302
250.60 0.5347 | 0.8344 | 0.8178 0.6919 | 0.9566 | 0.8833 0.7539 | 0.9647 | 0.8944
263.9 0.5266 | 0.8125 | 0.8006 0.5981 0.8968 | 0.5595 0.6073 | 0.9223 | 0.8238
280.0 0.5375 | 0.8474 | 0.8327 0.6272 | 0.9374 | 0.8222 0.5946 | 0.9345 | 0.8370
280.9 0.6229 | 0.8902 | 0.8589 0.7038 | 0.9713 | 0.7700 0.6427 | 0.9700 | 0.9200
280-289 285.1 0.5820 | 0.8792 | 0.8662 0.7107 | 0.9630 | 0.9001 0.6452 | 0.9564 | 0.9058
285.21 0.5107 | 0.8327 | 0.8245 0.5887 | 0.9468 | 0.8931 0.6448 | 0.9516 | 0.8779
285.29 0.5409 | 0.8493 | 0.8335 0.5773 | 0.9496 | 0.8700 0.6347 | 0.9557 | 0.8789
285.9 0.5214 | 0.8532 | 0.8493 0.7192 | 0.9671 | 0.9286 0.7137 | 0.9665 | 0.9274
397.0 0.6906 | 0.8807 | 0.8726 0.5706 | 0.9340 | 0.8217 0.5571 0.9305 | 0.7984
401.9 0.7554 | 0.9392 | 0.8651 0.7379 | 0.9650 | 0.9111 0.6607 | 0.9564 | 0.9089
403.9 0.6020 | 0.8630 | 0.8438 0.6495 | 0.9467 | 0.8919 0.6800 | 0.9503 | 0.8919
403.91 0.5906 | 0.8099 | 0.7753 0.7133 | 0.9451 | 0.8298 0.7269 | 0.9505 | 0.8856
410.71 0.5139 | 0.8053 | 0.7979 0.7582 | 0.9626 | 0.9154 0.7885 | 0.9674 | 0.9332
411.1 0.6302 | 0.9567 | 0.9469 0.6040 | 0.9834 | 0.9545 0.5898 | 0.9824 | 0.9273
390-459 412 0.6017 | 0.9064 | 0.8801 0.6969 | 0.9629 | 0.9220 0.7316 | 0.9666 | 0.9243
413.9 0.7601 0.9495 | 0.9341 0.6631 | 0.9789 | 0.9527 0.7490 | 0.9834 | 0.9189
414.00 0.5236 | 0.8498 | 0.8379 0.7499 | 0.9605 | 0.9174 0.8642 | 0.9778 | 0.9504
414.01 0.6503 | 0.9113 | 0.8686 0.7236 | 0.9719 | 0.9225 0.6305 | 0.9637 | 0.9184
414.8 0.6431 0.8681 | 0.8075 0.6483 | 0.9442 | 0.8889 0.6329 | 0.9404 | 0.8627
431 0.5654 | 0.7297 | 0.7109 0.7042 | 0.8692 | 0.6624 0.8446 | 0.9332 | 0.8726
433.10 0.6521 0.8757 | 0.8122 0.5082 | 0.9393 | 0.8393 0.5031 0.9382 | 0.8304
434.91 0.5195 | 0.7240 | 0.6926 0.8211 0.9412 | 0.8152 0.8566 | 0.9539 | 0.8478
482.41 0.5315 | 0.7713 | 0.7476 0.6447 | 0.9280 | 0.8092 0.7021 | 0.9399 | 0.8473
486 0.5962 | 0.8210 | 0.7740 0.6551 0.9291 | 0.8652 0.7033 | 0.9361 | 0.8652
460-519 | 491.21 0.5302 | 0.7683 | 0.7477 0.6776 | 0.9425 | 0.8656 0.7006 | 0.9468 | 0.8817
493.20 0.5252 | 0.8412 | 0.8304 0.8003 | 0.9757 | 0.8852 0.8479 | 0.9817 | 0.9098
493.90 0.6235 | 0.9387 | 0.9128 0.6416 | 0.9611 | 0.4875 0.6265 | 0.9683 | 0.9319
520-579 571.2 0.6058 | 0.7373 | 0.7371 0.7194 | 0.9217 | 0.8571 0.7505 | 0.9267 | 0.8506
571.5 0.5771 0.7157 | 0.7028 0.7342 | 0.9267 | 0.8516 0.7539 | 0.9311 | 0.8571
584.5 0.6738 | 0.8188 | 0.7546 0.7562 | 0.9259 | 0.8338 0.7805 | 0.9348 | 0.8704
584.9 0.6320 | 0.8242 | 0.7656 0.7319 | 0.5375 | 0.7109 0.7300 | 0.6009 | 0.5523
580-629 | 585.6 0.5559 | 0.8503 | 0.8282 0.7228 | 0.9517 | 0.8272 0.7013 | 0.9512 | 0.8787
585.9 0.5981 0.8504 | 0.8193 0.7336 | 0.9555 | 0.9010 0.6917 | 0.9496 | 0.8949
600.00 0.5537 | 0.8869 | 0.8698 0.7106 | 0.9578 | 0.9081 0.7138 | 0.9585 | 0.9135

*Cat. stands for category.

in the Data Description section, mortality prediction did not
obtain any output in categories 760-799. From the results,
MWLSTM and IDDSAM outperformed RF and SVM, sug-
gesting that deep learning methods are more powerful when
handling these kinds of tasks.

The difference in prediction performance between cate-
gories is more evident than that within categories. This means
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that in the same category, tasks can share more information
than those between categories. Additionally, this suggests
that multisource multitasks can help to improve the pre-
diction performance. Under the measurement of accuracy,
the result can decrease by an average of 3.43 percent between
categories. The difficult task for diagnosis in IDDSAM
is in category 3, “Endocrine, Nutritional, Metabolic, and

VOLUME 8, 2020



Z. Shi et al.: IDDSAM: IDDSAM for ICUs

IEEE Access

Immunity”’, and the easiest task is “Conditions originating
in the perinatal period” in category 9. The reason is that
the diversities between category 9 and the others are greater;
however, the diversities between category 3 and the others are
relatively smaller. In the same group, the disease diagnosis
and mortality prediction performances are similar, indicating
that the relevance within the same system is much higher;
this is consistent with the common medical sense. For the
severity assessment, ablation studies are conducted to verify
the defectiveness of the multisource, and the results suggested
that an average F1 score of 3.6 can be achieved by multiple
sources cooperating than by each single source. In other
words, IDDSAM can share the task vector space among dif-
ferent data sources and prediction tasks in the hidden states.
Comparing with ICU score systems, IDDSAM outperforms
SOFA and SAPS II by 23.19% and 25.78% on average in
terms of accuracy, respectively. Overall, IDDSAM can sig-
nificantly improve performance for both tasks. Although not
all tasks are improved by multisource and multitask learning,
for most of the tasks, IDDSAM substantially improved the
performance for both tasks. Moreover, the performance of
IDDSAM can be continually improved by more training sam-
ples, and specific optimizations can be conducted to improve
the specific tasks.

V. CONCLUSION AND FUTURE WORK

In this work, we proposed a multisource multitask model
named IDDSAM for the disease diagnosis and severity
assessment of ICU patients. We treated the disease diag-
nosis and mortality prediction as an integrated multisource
multitask classification problem. We adapt the attention
mechanism and window alignment operation to improve the
prediction performance and use focal loss to solve the imbal-
ance problem. We use spatial information of the clinical
measurements and the clinical treatments for real-time mod-
eling such that this model can be used in a real-time clinical
scenario. The significance of our proposed model can be
summarized as follows:

1) We considered the diversity of complications. On the
one hand, this meets the medical situation in which no
disease is isolated. On the other hand, diversity among
different conditions exists. Therefore, the criteria for
diagnosis and treatment and even severity assessment
should be similar but different. The proposed multi-
source multitask model IDDSAM is explicitly designed
for these situations.

2) We considered the sequential diagnosis relationship.
By introducing the window alignment operation and
the attention layer, we simulated the ICU handling pro-
cess for admitted patients and captured the interaction
information within and among the ICU stay process.

3) Solved the imbalance problem. By considering the
samples, a considerable difference exists among differ-
ent tasks. For example, the “Diabetes mellitus no men-
tion of complication” has 10585 samples. However,
the “Unspecified fetal and neonatal jaundice™ has only
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514 samples. Therefore, if we train the model with-
out any precautionary measures, the prediction result
would prefer the majority ones. To solve this problem,
we introduce a focal loss function into our loss process.

4) Give out explanations. We provide evidence-based
explanations for the clinicians with related diseases and
the diagnosis of trajectory.

A comprehensive experiment was conducted using
47855 ICU admissions. These admissions include 50 dif-
ferent types of diseases and nine categories. The results of
our experiment are promising and improved the performance
by approximately 15% in terms of all the evaluation metrics
for all baselines. The results provide strong evidence about
the robustness and accuracy of IDDSAM. However, due to
the differences among different diseases, the performance of
some tasks is still difficult to improve. Moreover, how to use
these diagnoses and severity results in further clinical actions
to treat ICU patients remains a challenge. Therefore, there are
many future works in this field.
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